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Change Log

Date Change Description

10/6/2020 Initial release of AWS Installation and Configuration Guide.

11/03/2020 Revision 5: Release of AWS Installation and Configuration Guide for 6.1.1.
12/03/2020 Revision 6: Small addition to Pre-Installation Checklist.

12/07/2020 Revision 7: Small addition to Register Collectors.

02/04/2021 Revision 8: Updated Migration.

03/23/2021 Revision 9: Released for 6.2.0.

4/16/2021 Revision 10: Minor update to Run the Backup Script and Shutdown System section.
09/28/2021 Revision 11: Updated volume type information for 6.x guides.

11/19/2021 Revision 12: Updated Register Collectors section for 6.x guides.
08/18/2022 Revision 13: Updated All-in-one Installation section.

10/20/2022 Revision 14: Updated Register Collectors instructions for 6.x guides.
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Fresh Installation

This section describes how to install FortiSIEM for the current release.

Pre-Installation Checklist
All-in-one Installation
Cluster Installation

Pre-Installation Checklist

Before you begin, check the following:

Ensure that your system can connect to the network. You will be asked to provide a DNS Server and a host that can
be resolved by the DNS Server and can respond to a ping. The host can either be an internal host or a public
domain host like google.com.
Deployment type — Enterprise or Service Provider. The Service Provider deployment provides multi-tenancy.
Whether FIPS should be enabled
Install type:

« All-in-one with Supervisor only, or

o Cluster with Supervisor and Workers
Storage type

e Online — Local or NFS or Elasticsearch

e Archive —NFS or HDFS

Fortinet recommends that you do not choose AWS Spot instances for Supervisor and Worker nodes. Such
instances can go down at any time with short notice, causing instability and performance issues.

Before beginning FortiSIEM deployment, you must configure external storage
Determine hardware requirements and choose AWS instance type accordingly:

Node vCPU RAM Local Disks
Supervisor (Al Minimum — 12 Minimum OS -25GB
in one) Recommended - 32 » without UEBA — 24GB OPT - 100GB
* with UEBA - 32GB CMDB - 60GB
Recommended SVN — 60GB

» without UEBA — 32GB
» with UEBA - 64GB

Local Event database — based on

need
Supervisor Minimum — 12 Minimum 0OS -25GB
(Cluster) Recommended - 32 » without UEBA — 24GB OPT -100GB
* with UEBA - 32GB CMDB - 60GB
Recommended SVN — 60GB

» without UEBA — 32GB
« with UEBA - 64GB
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Node vCPU RAM Local Disks

Workers Minimum — 8 Minimum — 16GB 0OS -25GB
Recommended - 16 Recommended — 24GB OPT - 100GB

Collector Minimum -4 Minimum — 4GB 0OS -25GB
Recommended —8 (based Recommended — 8GB OPT - 100GB
on load)

Note: compared to FortiSIEM 5.x, you need one more disk (OPT) which provides a cache for FortiSIEM.

For OPT - 100GB, the 100GB disk for /opt will consist of a single disk that will split into 2 partitions, /OPT and swap. The
partitions will be created and managed by FortiSIEM when configFSM. sh runs.

Before proceeding to FortiSIEM deployment, you must configure the external storage.

o For NFS deployment, see FortiSIEM - NFS Storage Guide here.
o For Elasticsearch deployment, see FortiSIEM - Elasticsearch Storage Guide here.

All-in-one Installation

This is the simplest installation with a single Virtual Appliance. If storage is external, then you must configure external
storage before proceeding with installation.

» Launch an instance using FortiSIEM 6.1.1 AMI

« Configure FortiSIEM via GUI

e Upload the FortiSIEM License

o Choose an Event Database

Launch an Instance Using FortiSIEM 6.1.1 AMI

1. Navigate to the EC2 AMIs page and find FortiSIEM 6.1.1 AMI (or in AWS Marketplace after the GA release).
2. Launch FortiSIEM-6.1.1.0118.

> m EC2 Image Builder Actions ¥

Ownedbyme + () search: 1255 Add filter

[ ] Name <« AMI Name -~ AMIID

B FortiSIEM-VA-6.1.0.1255 FortiSIEM-VA-6.1.0.1255 ami-036b92a1377106e04

3. Goto Step 3: Configure Instance Details in AWS Services. Configure instance details such as VPC, Subnet, IP,
etc. Click Next.
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aws Services v Resource Groups v

FortiSIEM QA v Virginia ¥  Support ¥

1.Choose AMI  2.Choose Instance Type 3. Configure Instance 4. Add Sterage 5. Add Tags 6. Configure Security Group 7. Review

Step 3: Configure Instance Details

Configure the instance to suit your requirements. You can launch multiple instances from the same AMI, request Spot instances to take advantage of the lower pricing, assign an access management role to the instance, and more.

Number of instances (i :] Launch into Auto Scaling Group (i

Purchasing option (i ORequest Spot instances
Network  (j vpc-5d4eb938 | Default us-east VPC ) C create new vPC
Subnet (j subnet-66fdb16a | default-subnet-1f | us-east-1f < Create new subnet

231 IP Addresses available

Auto-assign Public IP (j Use subnet setting (Enable) 4

Auto-assign IPv6 IP  (j Use subnet setting (Enable) 4
Placement group (i M Add instance to placement group
Placement group name (i @ Add to existing placement group.

(OAdd to a new placement group.

-

scalability (cluster)

. " n i
Capacity Reservation (1 Open ¥} C Create new Capacity Reservation
1AM role (i None 4) C Create new IAM role
CPU options (i OSpecify CPU options
Shutdown behavior (i Stop A
Stop - Hibernate behavior (j DEnable hibernation as an additional stop behavior
Enable termination protection (j Protect against accidental termination
Monitoring  (j Enable CloudWatch detailed monitoring
Additional charges apply.
EBS-optimized instance (j Launch as EBS-optimized instance
Tenancy (j Shared - Run a shared hardware instance 4

Additional charges may apply when launching Dedicated instances

Elastic Inference (j (JAdd an Elastic Inference accelerator
Additional charges apply.

File systems (i Addfile system (& Create new file system

Cancel  Previous Review and Launch Next: Add Storage

4. In Step 4: Add Storage, add additional disks in the Add Storage page. These will be used for the additional
partitions in the virtual appliance. An All In One deployment requires the following additional partitions. Then click

4, Add Storage

Step 4: Add Storage

ns! launched with th
e

ing storage devic
n aiso attach additional EB

our instance, or
N more about

storage
hput
Volume Type (i Device (i Snapshat (i size (GiB) (i Volume Type i 0P8 (i thmua PR VOIS bt on Teesination (D) | Encryplion (j
Roat devisdat snap-0b341032akaatbiTa (25 ] General Purpose 88D (gp3) - Mot Encrypted -
EBS = ideviadn v 100 ] General Purpose 30 (g ~ - 9
e deealsalc. ¥ General Purposa S0 (gp3} ~| - o
- devisdd v el S ~| 200 25 A ]

Add New Volume

General Purpose (S50) volumes provide the abillty o burst
most applications and aiso deliver a consistent baseline of 3 0

10PS per volume,
Set my

Note: If you plan to onboard greater than 500 devices, or 5000 eps, please consider increasing IOPS and
Throughput for the disk used to mount /cmdb in FortiSIEM.

For instance, you can run the following command once FortiSIEM is initially deployed to determine which disk
mounts the cmdb folder.

FortiSIEM 6.1.1 AWS Installation and Migration Guide
Fortinet Inc.



Fresh Installation

[admin@6 data-definition]$ 1sblk | grep cmdb

L_sdcl 8:33 0 60G 0 part /cmdb

In this case /dev/sdc.

You can go into EBS volumes in AWS, and increase the IOPS to 5000, and Throughput to 400MB/s to be more in
line with SSD performance.

Use these partition values:

Volume Name Size Disk Name

EBS Volume 2 100GB /opt

For OPT - 100GB, the 100GB disk for
/opt will consist of a single disk that will
splitinto 2 partitions, /OPT and swap.
The partitions will be created and
managed by FortiSIEM when
configFSM. shruns.

EBS Volume 3 60GB /emdb
EBS Volume 4 60GB /svn
EBS Volume 5 60GB+ /data (see the following note)

Note on EBS Volume 5:

» Add a 5th EBS Volume if using local storage in an All In One deployment. Otherwise, a separate NFS share or
Elasticsearch cluster must be used for event storage.

« B60GB is the minimum event DB disk size for small deployments, provision significantly more event storage for
higher EPS deployments. See the FortiSIEM Sizing Guide for additional information.

« NFS or Elasticsearch event DB storage is mandatory for multi-node cluster deployments.

o Choose GP3 volume type for all volumes (GP3 is better than GP2 at a slightly lower cost). For the CMDB
partition, you can choose to modify your volume type and IOPS based on your system workload if you see the
consistently high IOPS requirement in your deployment.

5. In Step 5: Add Tags: click click to add a new Name Tag and provide a name for the instance. Click Next.

Step 5: Add Tags
A tag consists of a cas

e, you could define a tag with key = Name and value = Webserver.
A copy of a tag can b th,
Tags will be applied to

Key

Add Tag

Cancel  Previous [ ] Next: Configure Security Group

Add a new Name Tag.
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1.Choosa AMI 2. Choose Instane Type

4.AddStorage 5. Add Tags.

curity Group 7. Review

Step 5: Add Tags

A tag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and value = Webserver.
A copy of a tag can be applied to volumes, instances or both.
Tags will be applied ta all instances and volumes. Learn more about tagging your Amazon EC2 resources.

Key (128 characters m

Value (25

s maximum) Instances

Volumes i

Name [FsM-610-Super | [

Add anothertag  (Up to 5

Cancel  Previous [CEWSWEURTPWURNE  Next: Configure Security Group

6. In Step 6: Configure Security Group, add the allowed inbound protocols for your instance. You will need ssh and
https to begin with. Depending on whether this node will receive syslog or other inbound data, you may need to
open additional protocols/ports. Click Review and Launch.

Services Resource Groups

oss AMI 2. Chooss Instanca Typs 3.

ehstancs  4.AJOSKrage  5.AdITags 6 Configurs Security Group 7. Raview

Step 6: Configure Security Group
A security group is a set of firewall rules that cantrol the traffic for your instance. On this page. you can add rules te allew specific traffic to reach your instance. For example, if you want to set up a web server and allaw Internet
‘raffic ta reach your instanca, add rules that alow: unrestricted access to the HTTP and HTTFS: parts. You Gan create a new security group or salect from an existing one belaw. Lsarm more about Amazon EC2 Securty groups.

Assign a security group: ® Create a new security group

) Select an existing security group

Securlty group name: jaunch-wizard-43
3 created 12:43:00.232-07:00
Type i Protocol | Port Range | Source i Description |
[ssH v TCP 22 [Custom __~] [0.0.0.000 &.9. SSH for Admin Desktop [x]
[TTPS v TP 443 [Custom ] [0.0.0.0/0, =10 .. SSH for Admin Desktop )
‘Add Rule
A Waming

Rules with source of 0.0.0.0/0 allow all IP addresses to access your instance. We recommend setting security group rules to allow access from known IP addresses only.

7. In Step 7: Review Instance Launch, click Launch.

¥ Resource Groups ~

1.Choose AMI 2. Choose Instance Type 3. Canfig

4 AddStorage 5 AddTags

figure Security Group 7. Review

Step 7: Review Instance Launch

Please raview your instance launch details. You can go back to edit changes for sach section. Click Launch to assign a key pair to your instance and complete the launch process.

A  Improve your instances' security. Your security group, launch-wizard-43, is open to the world.
Your instances may be accessible from any IP address. We recommend that you update your security group rules 1o allow access from known [P addrasses only
You can also open additional ports in your security group to facilitate access to the application o service you're running, e.g., HTTP (80) for web servers. Edit security groups

. - x
A Your instance configuration is not eligible fo ee usage tier
o launeh an instance that's eligible for the free usage tier, chack your AMI selection, instanca type, configuration options, or storage devices. Leam mors about free usage tier eligibilty and usage
restrictions.
~ AMI Details Edit AMI
Fe .1.0.1255 - 106604

2 FortiSIEM-VA-6.1.0.1256 with drivers for allinstance types

Rt Device Type: 664 Vitualization type: hwm
= Instance Type Edit instance type

Instance Type ECUs VCPUs Memory (GIB) Instance Storage (GB) EBS-Optimized Available Network Performance

m5.4xlarge 60 16 64 EBS only Yes Up to 10 Gigabit
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8. Select an existing key pair or create a new key pair, then click Launch Instances.

Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance.

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI.

[Choose an existing key pair v]
Select a key pair
m oa Vl

| acknowledge that | have access to the selected private key file (qa-ec2-ht.pem), and that
without this file, | won't be able to log into my instance.

Cancel QEETGIGEERTS

9. Select the instance that you just created and click Connect.

Connect to your instance

method ®A pent (1
O session Manager (i
EG2 Instance Connect (browser-based SSH connection) (i

To access your instance:

1. Open an SSH client. ffind out how to connect using PuTTY)

2. Locate your private Key file (qa-ec2-ht.per). The wizard automatically detects the key you used
1o launch the instance.

3. Your key must not be publicly viewable for SSH ta wark. Use this command f needed:
chmod 400 ga-ec2-ht .pem
4. Connect to your instance using s Public DNS:
ec2-54-161-175-251. compute-1. amazonaws . com
Example:

( ssh -1 "@ @0 ™ pen” MMCZ-SQ-IGI-US-ZSI,muta-l‘wmm,mﬂ!)

Please note that in mast cases the usemame above will be comect, howsver please ensure
that you read your AMI usage instructions to ensure that the AMI owner has not changed the
default AMI username.

If you need any assis g to your instance, p

10. Using the example above in the Connect popup, ssh to the instance you created. Replace root userwith ec2-
user. Once logged in, you can execute the sudo su - command to become root user

Configure FortiSIEM via GUI

Follow these steps to configure FortiSIEM by using a simple GUI.

1. Atthe root command prompt, goto /usr/local/bin and enter configFSM. sh, for example:
# configFSM.sh

2. InVM console, select 1 Set Timezone and then press Next.

FortiSIEM 6.1.1 AWS Installation and Migration Guide 10
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3. Select your Location, and press Next.

5. Select the Country and City for your timezone, and press Next.

rgent ina-/Buenos_fires| (-B3:88)

Ay
‘9' Regardless of whether you select Supervisor, Worker, or Collector, you will see the
|| same series of screens.

7. If you wantto enable FIPS, then choose 2 install_with_fips. Otherwise, choose 1 install_without_fips. You have
the option of enabling FIPS (option 3) or disabling FIPS (option 4) later.

FortiSIEM 6.1.1 AWS Installation and Migration Guide
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8. Configure the network by entering the following fields. Press Next.

Option Description

Host Name The Supervisor's host name

IPv4 Address  The Supervisor's IPv4 address

NetMask The Supervisor's subnet
Gateway Network gateway address
FQDN Fully-qualified domain name

DNS1, DNS2 Addresses of the DNS servers

0b.1

' Tortinet . com

1 a<.31
172.38.52 .32

9. Test network connectivity by entering a host name that can be resolved by your DNS Server (entered in the
previous step) and can respond to a ping. The host can either be an internal host or a public domain host like
google.com. Press Next.

FortiSIEM 6.1.1 AWS Installation and Migration Guide
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10. The final configuration confirmation is displayed. Verify that the parameters are correct. If they are not, then press
Back to return to previous dialog boxes to correct any errors. If everything is OK, then press Run.

The options are described in the following table.

Option Description

-r The FortiSIEM component being configured

4 The time zone being configured

- |Pv4-formatted address

-m Address of the subnet mask

-g Address of the gateway server used

--host Host name

-f FQDN address: fully-qualified domain name

-t The IP type. The values can be either 4 (for ipv4)
or 6 (for v6) Note: the 6 value is not currently
supported.

--dns1,--dns2  Addresses of the DNS server 1 and DNS server
2.

-0 Installation option (install_without_fips,

install_with_fips, enable_fips, disable_fips,
change_ip, or migrate_6_1_0)

-z Time zone. Possible values are US/Pacific,

FortiSIEM 6.1.1 AWS Installation and Migration Guide
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Option Description

Asia/Shanghai, Europe/London, or
Africa/Tunis

--testpinghost  The host used to test connectivity
11. It will take some time for this process to finish. When it is done, proceed to Upload the FortiSIEM License. If the

VM fails, you can inspect the ansible. logfile located at /usr/local/fresh-install/logs totry and
identify the problem.

Upload the FortiSIEM License

Ay
‘Q' Before proceeding, make sure that you have obtained valid FortiSIEM license from Forticare.
|| For more information, see the Licensing Guide.

You will now be asked to input a license.

1. Open a Web browser and log in to the FortiSIEM Ul.
2. The License Upload dialog box will open.

B3 FortiSIEM

Hardware ID: 11 ™ &2

User ID: [ ]

Password: [ ]

License Type: ® Enterprise () Service Provider

3. Click Browse and upload the license file.
Make sure that the Hardware ID shown in the License Upload page matches the license.

4. For User ID and Password, choose any Full Admin credentials.
For the first time installation, enter admin as the user and admin*1 as the password. You will then be asked to
create a new password for GUI access.

5. Choose License type as Enterprise or Service Provider.
This option is available only for a first time installation. Once the database is configured, this option will not be
available.

6. Proceed to Choose an Event Database.

Choose an Event Database

For a fresh installation, you will be taken to the Event Database Storage page. You will be asked to choose between
Local Disk, NFS or Elasticsearch options. For more details, see Configuring Storage.

FortiSIEM 6.1.1 AWS Installation and Migration Guide 14
Fortinet Inc.


https://docs.fortinet.com/document/fortisiem/6.1.1/licensing-guide/84799/licensing
https://help.fortinet.com/fsiem/6-1-1/Online-Help/HTML5_Help/Configuring_Storage.htm

Fresh Installation

B FortiSIEM

Event Database storage:
) Local Disk
) NFS

O Elasticsearch

After the License has been uploaded, and the Event Database Storage setup is configured, FortiSIEM installation is
complete. If the installation is successful, the VM will reboot automatically. Otherwise, the VM will stop at the failed task.

You can inspectthe ansible. logfile located at /usr/local/fresh-install/logs if you encounter any issues
during FortiSIEM installation.

After installation completes, ensure that the phMoni tor is up and running, for example:
# phstatus

The response should be similar to the following.

ad average: 8.16, B.28, 8.36
eeping, B stopped. B
81151, 8.8ast

a1:18:

Cluster Installation

For larger installations, you can choose Worker nodes, Collector nodes, and external storage (NFS or Elasticsearch).

« Install Supervisor
 Install Workers

« Register Workers
« Install Collectors
» Register Collectors

Install Supervisor

Follow the steps in All-in-one Install with two differences:

FortiSIEM 6.1.1 AWS Installation and Migration Guide
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« Setting up hardware - you do not need to add an EBS Volume 5 for Event database.
« Setting up an Event database - Configure the cluster for either NFS or Elasticsearch.
NFS

B FortiSIEM

Event Database storage:
O Local Disk
@ NFS

Server IP/Host: [ ]

Exported Directory: [ ]

O Elasticsearch

Elasticsearch
FortiSIEM

Event Database storage:

O Local Disk
O NFs
® Elasticsearch

Client: @ Java Transport () REST API

Cluster Name:

Cluster IP/Host:

Java Port:

User Name:

[
[
HTTP Port: {
[
[
Password: {

Shard Allocation: @ Fixed () Dynamic

Shards: [ ]

Replicas: [ ]

Per Org Index [

You must choose external storage listed in Choose an Event Database.

Install Workers

Once the Supervisor is installed, follow the same steps in All-in-one Install to install a Worker except you need to only
choose OS and OPT disks. The recommended CPU and memory settings for Worker node, and required hard disk
settings are:

« CPU=8

e Memory =24 GB

o Two hard disks:
« OS-25GB

FortiSIEM 6.1.1 AWS Installation and Migration Guide
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« OPT-100GB
For OPT - 100GB, the 100GB disk for /opt will consist of a single disk that will split into 2 partitions, /OPT and

swap. The partitions will be created and managed by FortiSIEM when configFSM. sh runs.

1. Choose AMI 2 Choose Instance Type 3. Configure Instance 4. Add Storage 5 Acd Tags & Canfigure Security Group 7. Review

Step 4: Add Storage

“four instance will be launched with the following storage device seftings. You can attach additionsl EBS volumes and instance store volumes to your instance, or
edit the sattings of the root volume. You can also attach additional EBS volumes afier launching an instance, but not instance store volumes. Leam more about
storage options in Amazon EC2.

“"m"gh"”' MIENEY | kot ou Torssination (D) || Baenspon. (i

Add New Volume

Fres tier abgible customers can gl up o 30 GB of EBS General Purpose (SSD) or Magnetic storage. Leamn more about free usage tier alighility and
usage restrictions

Volume Type (§ Device (| Snapshot (| Size (GIB) 7 Volume Type (i 10PS | §
Roat Idevisdal snap-0aT1481d3cTE16Mm3 (25 | [Ganeral Purp 3000 | 25| ] hot Encrypted -
[EBS v [fdevisdb Search (case-insensi| 100 General Purpose S50 (gp3} ~| [F00 | (125 -] Nat Encrypted -

Register Workers

Once the Worker is up and running, add the Worker to the Supervisor node.

1. Goto ADMIN > License > Nodes.
2. Select Worker from the drop-down list and enter the Worker's IP address. Click Add.

Type: | worker

Worker IP Address:  172.30.57.3

OK Cancel

3. See ADMIN > Health > Cloud Health to ensure that the Workers are up, healthy, and properly added to the

FortiSIEM 6.1.1 AWS Installation and Migration Guide
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£ Setup Cloud Health  Collector Health
& Device Support Search. Columns ~ Lines: 2 Last update at 8:49:17 PM g4
m Name IP Address Module Role  Health Version Load Average CPU Swap Used
sps72.fortinet.com 1 ] Supervisor Narmal 6.1.0.1238 0.95,0.47,0.43 4% 0KB
B3 License
whk573.fortinet.com 1 3 Waorker Normal 6.1.0.1238 0.1,0.2,0.16 2% 0 KB
5 Settings
Search.. Columns Process level metrics for wk573.fortinet.com (172.30.57.3) Lines: 17
Process Name Status  Up Time cPU Physical Memory  Virtual Memory ISS"E“’S""E SharedStore Position
Mode.js-charting up 1h 3m 0% 70 MB 916 MB
httpd up 14m 65 0% 16 M8 310 M8
Redis up 14m 65 03 22 M3 51 MB
Node. js-pm2 up 1h 3m 0% 44 Mg 895 M2
rsyslogd up 1h 3m 03 7MB 189 18
ohDataManager Uo 14m 65 0% 103 MB 1229 MB 1 126108 M
Copyright ® 2020 Fortinet, Inc. All rights reserved. Organization: Super _User: admin__Scope: Global FortiSIEM

Install Collectors

Once Supervisor and Workers are installed, follow the same steps in All-in-one Install to install a Collector except in Edit
FortiSIEM Hardware Settings, you need to only choose OS and OPT disks. The recommended CPU and memory
settings for Collector node, and required hard disk settings are:
« CPU=4
e Memory = 8GB
« Two hard disks:
« OS-25GB
« OPT-100GB

For OPT - 100GB, the 100GB disk for /opt will consist of a single disk that will split into 2 partitions, /OPT and
swap. The partitions will be created and managed by FortiSIEM when configFSM. sh runs.

Choose AM 2 Choose instance Type 3. Configure Instance 4. Add Storage 5. Acd Tags & Canfigure Security Group 7. Review

Step 4: Add Storage

“Wour instance will Be launched with the following storage device settings. You can aftach addifionsl EBS volumes and instance store volumas to your instance, or

edit the sattings of the root volume. You can also attach additional EBS volumes afier launching an instance, but not instance store volumes. Leam more about
storage options in Amazon EC2

Volume Type (| Device (i Snapshat (| Siza (GiB) (] Voluma Type (i 10PS T"Imugh””' MO} | atote on Termination (D) || Enernypiton G
Roat Idevisdal snap-0aT1481d3cTE16Mm3 |25 | [Ganeral Purpase 550 (gpJ) v| (3000 | 125 | -
[EBS v]  [[evsdbw [Search [case-insensi| (00 [General Purpose S50 (gad) v [300 | o | o

Add New Volume

Fres tier abgible customers can gl up o 30 GB of EBS General Purpose (SSD) or Magnetic storage. Leamn more about free usage tier alighility and
usage restrictions

Register Collectors

Collectors can be deployed in Enterprise or Service Provider environments.

o Enterprise Deployments
 Service Provider Deployments
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Fresh Installation

Enterprise Deployments

For Enterprise deployments, follow these steps.

1. Login to Supervisor with 'Admin’ privileges.
2. Goto ADMIN > Settings > System > Event Worker.

a. Enterthe IP of the Worker node. If a Supervisor node is only used, then enter the IP of the Supervisor node.
Multiple IP addresses can be entered on separate lines. In this case, the Collectors will load balance the upload

of events to the listed Event Workers.

Note: Rather than using IP addresses, a DNS name is recommended. The reasoning is, should the IP
addressing change, it becomes a matter of updating the DNS rather than modifying the Event Worker IP

addresses in FortiSIEM.
b. Click OK.
3. Goto ADMIN > Setup > Collectors and add a Collector by entering:
a. Name - Collector Name

b. Guaranteed EPS - this is the EPS that Collector will always be able to send. It could send more if there is

excess EPS available.
c. Start Time and End Time — set to Unlimited.

4. SSH to the Collector and run following script to register Collectors:
phProvisionCollector --add <user>
<CollectorName>

'<password>'

<Super IP or Host> <Organization>

The password should be enclosed in single quotes to ensure that any non-alphanumeric characters are escaped.

a. Setuser and password using the admin user name and password for the Supervisor.
b. SetSuper IP or Host asthe Supervisor's IP address.
c. SetOrganization. For Enterprise deployments, the default name is Super.
d. SetCollectorName from Step 2a.
The Collector will reboot during the Registration.
5. Goto ADMIN > Health > Collector Health for the status.

8 Setup Cloud Health  Collector Health

& Device Support
Wemory Allocated EPS  Incoming
Supor CO-0RG 1 ' w Hormal Im 4 5% s 200 o

&3 License

0 Settings

Close Panel Columns »

Process Name Physical Memory  Virtual Memory Sharedstore Position

Status  Up Time cPU IS[:\NNSIOI'G

295 0% 575 MB 1116 MB

06 MB 1130 ME 5%

Tunnels | @ Action v I Columns = Lines: 1 Last update at 8:54:17 PM

Service Provider Deployments

For Service Provider deployments, follow these steps.
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1. Log in to Supervisor with 'Admin’ privileges.
2. Goto ADMIN > Settings > System > Event Worker.

a. Enterthe IP of the Worker node. If a Supervisor node is only used, then enter the IP of the Supervisor node.
Multiple IP addresses can be entered on separate lines. In this case, the Collectors will load balance the upload
of events to the listed Event Workers.

Note: Rather than using IP addresses, a DNS name is recommended. The reasoning is, should the IP
addressing change, it becomes a matter of updating the DNS rather than modifying the Event Worker IP
addresses in FortiSIEM.

b. Click OK.

B Setup € All Settings > System > Event Worker

& Device Support
Worker Address: 1 3 +

= Health

Save

(3 License

3. Goto ADMIN > Setup > Organizations and click New to add an Organization.

Organization Definition (ORG) x
Organizatien: oRrG Include IP/IP Range:
Full Mame: Exclude IP/IP Range:
Admin User:  3dmin Agent User:
Admin Password:  seseses Agent Password:
Confirm Admin Password:  seesess Confirm Agent Password:
Admin Email: | Required Max Devices:
Phane: Address:
Account Number: Account Type:
Support Tier: Account Status:
Support Team: Account Manager:

Collectors:  New Edit Delete
Collector Name  Collector EPS [pLoad Rata Valid Start Date  Valid End Date
-
Save Cancel

4. Enterthe Organization Name, Admin User, Admin Password, and Admin Email.

Under Collectors, click New.

6. Enterthe Collector Name, Guaranteed EPS, Start Time, and End Time.
The last two values could be set as Unlimited. Guaranteed EPS is the EPS that the Collector will always be able to
send. It could send more if there is excess EPS available.

o
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Organization Definition (ORG) - Add Collector b3

Name: ‘ Required |

Guaranteed EPS: ‘ Required |

Upload Rate Limit (Kbps):  unlimited
Start Time: Unlimited

End Time: Unlimited

< Save < Cancel

7. SSH to the Collector and run following script to register Collectors:
phProvisionCollector --add <user> '<password>' <Super IP or Host> <Organization>
<CollectorName>
The password should be enclosed in single quotes to ensure that any non-alphanumeric characters are escaped.

a. Setuser and password using the admin user name and password for the Organization that the Collector is
going to be registered to.

SetSuper IP or Host asthe Supervisor's IP address.
Set Organization as the name of an organization created on the Supervisor.
d. SetCollectorName from Step 6.

o

<Superulsor-1P> <Organization-name> <Collector-name>

after collector license registration

The Collector will reboot during the Registration.
8. Goto ADMIN > Health > Collector Health and check the status.

o Setup Cloud Health  Collector Health

Tunnels | ¥ Action ¥ Columns = Lines: 1 Last update at 8:54:17 PM 2

& Device Support

Organization Hame IP Address Status Health Up Time CcPU Memory Allocated EPS  Incoming EPS  Version Col
Super Co-0RG ! ' wp Normal am 43 65% E 200 o 61,00 10
& License
X Settings
Close Panel earch. Columns ~ Lines: 9 Last update at B:54:24 P
Process Name Status  Up Time cPU Physical Memory  Virtual Memory IS[’I‘“"‘US“"" SharedStore Position

phMonitoragent up 295 575 ME 1116 MB
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Migrating from FortiSIEM 5.3.x or 5.4.0

Migration limitations: If migrating from 5.3.3 or 5.4.0 t0 6.1.1, please be aware that the following features will not be
available after migration.

* Pre-compute feature

 Elastic Cloud support

If any of these features are critical to your organization, then please wait for a later version where these features are
available after migration.

This section describes how to migrate from FortiSIEM 5.3.x or 5.4.0 to FortiSIEM 6.1.1. FortiSIEM performs migration in-
place. The migration process backs up some important information from the original 5.3.x or 5.4.0 root disk, and then
changes the root disk to boot up from a new 6.1.1 root disk. There is no need to copy disks. The instance identity remains

the same.

Pre-Migration Checklist
Migrate All-in-one Installation
Migrate Cluster

Pre-Migration Checklist

To perform the migration, the following prerequisites must be met:

Delete the Worker from the Super GUI.
Stop/Shutdown the Worker.

Note the /svn partition by running the df -h command. the partition is used to mount /svn/53x-settings.

You will need this information for a later step.
Create a /svn/53x-settings directory and symlinkitto /images. In AWS, you need only a small amount of

space to backup 5.3.x or 5.4.0 system settings, so use the /svn partition (that is, a partition other than root)
instead of a new disk. See the following example:

[root@fsm-531-to-610-migrate ~J]# cat /opt/phoenix/bin/VERSION
ersion: 5.3.1.1668

DSVersion: 5.3.1.1668

ommitHash:725c388e6

Built on: 1590816258

Local time: Fri May 29 22:24:18 PDT 2020

[root@fsm-531-to-610-migrate ~]#

[root@fsm-531-to-610-migrate ~]# mkdir /svn/53x-settings
[root@fsm-531-to-610-migrate ~]# ln -sf /svn/53x-settings /images
[root@fsm-531-to-610-migrate ~]#
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Migrate All-in-one Installation

e Download the Backup Script

¢ Run the Backup Script and Shutdown

o Detach 5.3.x or 5.4.0 Root Disk

« Attach the 6.1.1 Root Disk to the 5.3.x or 5.4.0 Instance

o Boot Up the 5.3.x or 5.4.0 Instance and Migrate to 6.1.1

o (Optional) Change Instance Type to the Latest Generation

Download the Backup Script

Download FortiSIEM AWS backup script to start migration. Follow these steps:

1. #Download the file FSM_Backup 5.3 Files 6.1.1 0118.ziporfile FSM Backup 5.4 Files 6.1.1
0118.zip from the support site and copy it to the 5.3.x AWSor 5.4.0 AWS instance that you are planning to migrate
to 6.1.1 (for example, /svn/53x-settings).

2. Unzip the . zip file, for example:
# unzip FSM Backup 5.3 Files 6.1.1 0118.zip

Run the Backup Script and Shutdown System

Follow these steps to run the backup script and shut down the system:

1. Go to the directory where you downloaded the backup script, for example:
# cd /svn/53x-settings/FSM Backup 5.3 Files 6.1.1 0118

2. Run the backup script with the sh backup command to backup 5.3.x or 5.4.0 settings that will be migrated later
into the new 6.1.1 OS. For example:
# sh backup

3. Runthe shutdown command to shut down the FortiSIEM instance, for example:
# shutdown -h now

[root@fsm-531-to-61@-migrate aws-backup]# shutdown -h now

Broadcast message from ec2-user@fsm-531-to-610-migrate
(/dev/pts/@) at 16:05 ...

The system is going down for halt NOW!
[root@fsm-531-to-61@-migrate aws-backup]# Connection to ec2-52-202-11-180.compute-1.amazonaws.com closed by remote host.
Connection to ec2-52-202-11-180.compute-1.amazonaws.com closed.

$

Detach 5.3.x or 5.4.0 Root Disk

Follow these steps to detach the 5.3.x or 5.4.0 root disk from the AWS console.
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1. Logintothe AWS Console, select EC2 service, and select your FortiSIEM 5.3.x or 5.4.0 instance.

Resource Groups *

Services v

Types
Launch Templates
Spot Requests
Savings Plans
Reserved Instances
Dedicated Hosts
Scheduled Instances

Capacity Reservations

¥ Images

AMis

<

Elastic Block Store
Volumes

Snapshots

Lifecycle Manager

Instance: || i-0800e478775547543 (fsm-531-to-610-migrate)

Description  Status Checks

Instance ID

Instance state
Instance type

Finding

Private DNS

Private IPs
Secondary private IPs
vecID

Subnet ID
Network interfaces
1AM role

Key pair name

T o
£C2 Dashboard Q. search : fsm-531-to-610-migrate | Add fie
Events
8  Hame Instance ID
Tags
- B S0 B10migale g 08000478775547543
¥ Instances

Elastic IP; 52.202.11.180

Monitoring |~ Tags  Usage Instructions
0800e478775547543
stopped
™ dxlarge

Opt-in to AWS Compute Optimizer for recommendations. Learn more
Ip-10-0-5-225.8c2 internal
1005225

Vpe-5048b938 (Defaul

‘subnet-66/db16a (defar

etho

qa-ec2-ht

Classiclink -

Owner
Launch time

Termination protaction

623885071509
July 20, 2020 at 8:39:08 AM UTC-7 2 hours)
Faise

Instance Typs

mé dxtarge

Availabliity Zone

us-gast-1f & stopped

Public DNS (IPv4)
1Pv Public IP
IPY6 IPs

Elastic IPs
Availability zone

Security groups

Scheduled events -

AMIID

Piatform details
Usage operation
‘Source/dest. check
T2/T3 Uniimited

EBS-optimized
Root device type

Root device  /d

A o & &
@ 1tot10f1
Status Checks - Alarm Status  PublicDNS (Pvé) - IPvd Public IP IPYE I
None % ©c2-52-202-11-180.co. 52.202.11.180 26001
_}_}=]

©c2-52-202-11-180.compute-1.amazonaws.com
52.202.11,180
2600:118:86:5:05¢5:6106:6074:6019
5§2.202.11.180°

us-sast-1f

default. view inbound rules. view outbound rules

Block Device /dev/sdat

EBSID

Root device type

Attachment time.

Block device

Delete on termination  True

KM e Alases

sizs Volume Typs - 10PL-  Smapsnot Creatsa

2 B0 s UPAIS0. iy 18, I st

Avatatitey Zone

e

@ e

+ Mamm Amschment iformation

Nl +OBOGATEPTSSATSAS fam 5311061

morain) Ko o

Click the /dev/sdal volume and navigate to the volume by clicking the volume EBS ID.
Click Action > Detach Volume.

Detach Volume

Are you sure you want to detach this volume?

* vol-07¢754fb64796edca (fsm-531-to-610-migrate)

Yes, Detach

Cancel

X

Confirm the operation in the popup by clicking Yes, Detach.

Attach the 6.1.1 Root Disk to the 5.3.x or 5.4.0 Instance

Follow these steps to attach the 6.1.1 root disk to the 5.3.x or 5.4.0 instance which you obtained from a fresh 6.1.1

instance.

1. Navigate to the EC2 AMls page and find FortiSIEM 6.1.1 AMI (or in AWS Marketplace after GA).

2. Launch FortiSIEM-

Resource

© New EC2 Experience

Groups

x| [ ctimege st | petins ~

6.1.1.

0118.

- A ommtorme = oo e
Foems @ Name AMI Name: Ami D Soure Owner Visibility Status
e 8 rmsersiom - v
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3. In Step 2: Choose an Instance Type, select the m5.2xlarge instance type (it does not matter if you pick another
instance type). The purpose of this is only to get a root volume. Click Next: Configure Instance Details.

GWS  gerices ~  Resourcs Groups
1.Choose Al 2.Choose lstanceType 3 Conlgue Istancs & AddStorsge  5.AddTags 6. Contiguie Secusty Growp 7. Review
Step 2: Choose an Instance Type
] General purpose mS2darge W— & 32 EBS only Yes Up to 10 Gigabit Yes
General purpose m.axiarge 16 64 EBS only Yes Up to 10 Gigabit Yes
General purposs m5.Bxlarge 22 128 EBS only Yos 10 Gigabit Yes
General purpose m&.12xlarge 48 192 EBS only Yes 10 Gigabit Yes
General purpose m5.16xlarge 84 256 EBS only Yes 20 Gigabit Yes
General purpose mS5.2dsdarge 96 384 EBS only Yes 25 Gigabit Yes
General purpose m5.matal 96 384 EBS onlv Yes 25 Gioabit Yes
Gancel | Previous Next: Configure Instance Details

4. In Step 3: Configure Instance Details choose the same VPC and subnet where you deployed your 5.3.x or 5.4.0
instance. The remaining details can be default values.

Services v+  Resource Groups v

GhooseAMi 2 Chooss instanceType 3. Configure Instance 4, AddStorage 5. Add Tags

Step 3: Configure Instance Details

Configure the instance to suit your requirements. You can launch multiple instances from the same AMI, request Spot instances to take advantage of the lower pricing, assign an access management role to the instance, and more.

Number of instances (1) [1 Launch into Auto Scaling Group (7
Purchasing option (1) [)Request Spot instances
Network vpe-504eb838 | Default us-east VPC ¥+ © Croato new VG
Subm subret-66idb 16 | default-subnet-1 | us-aast- 1t #)  Groate new subnat
2281P Addresses availablo
Auto-assign Public IP () Use subnet seiting (Enable) ¥
Auto-assign IPVGIP (1) [Use submst sstiing (Enable} 0
Placement group | /Add instance to placement group
Capacity Reservation | Open Y @ cranewc
Wircle @ Nana ¥ € Create new 1AM role
CPU options (| Specify GPU options
Shutdown behavior @ (55, 53
Stop - Hibernate behavior (| Enablo hibomation as an acditicnal stop behavior
Enable ion (| Frot accidental termination
Monitoring (| Enable CloudWatch etalled monitoring
Additional charges appy.
EBS-oplimized instance (|
Tenancy () [Shared - Fun a shared hardware Instance v
Adciiional charges may apply when launching Dedicaed instances
Elastic Inference | ) Add an Elastic Inference accelerator
Addtional charges appy.
File aystams (] Adatie system  C Create new fie system

~ Network interfaces |

Device  Network Interface Subnet Primary IP Secondary IP addresses IPv8 IPs

othd New natwork interface

Add P Auto-assign Add 1P

Cancel  Previous [[CEVERIURIPSCN  Noxt: Add Storage

5. In Step 4: Add Storage, click Next: Add Tags.

oselnstance Typs 3, Corfigurm instance  4.Add Storage 5. Add Tags. 7. Review

Step 4: Add Storage

Your instance will be launched with the following storage device settings. You can attach additional EBS volumes and instance store volumes 10 your instance, or
edit the settings of the root volume. You can also attach additional EBS volumes after launching an instance, but not instance store volumes. Learn more about
'storage options in Amazon EC2.

" Throughput Dolets on

Volume Type (| Device (i Snapshot (i Size (GiB) (| Volume Type (i 0P (i Encryption (|
L (MBJs) (1 Termination (|

Foot fdevisdal snap-078940407375ab841 (25 General Purpose S50 (gp?) ¥] 100/3000 NA Not Encrypted

Add New Volume

Free tier eligible customers can get up to 30 G of EBS General Purpose (SSD) or Magnetic storage. Learn more about free usage tier eligibilty and
usage restrictions

Cancel  Previous [LECUELCIEML  Next: Add Tags
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6.

In Step 5: Add Tags click the Add Tag button.

Services ~  Resource Groups,

Step 5: Add Tags

Atag consists of a case-sensitive key-value pai. For example, you could define a tag with key = Name and value = Webserver.
Acopy of atag can be applied o volumes, instances or both.
‘Tags will be appiied to all instances and volumes. Leam more about tagging your Amazon EC2 resources.

Key (128 maximum) Value (256 ch num Instances (i) Vokumes (i
This resource current
Choose the Add tag button or click to add a Name tag 4=
Make sure your 1AM policy includes permissions 1o create tags.
Add Tag ) ags max

Cancel  Previous [LERSERSTPMENE  Next: Configure Security Group

Provide a Key name and Value for the tag. Click Next: Configure Security Group.

5. Add Tags

Step 5: Add Tags

A tag consists of a case-sansti key-valie pair. For axampin, you couid cefins & tag with key = Nama and vakia = Wabsanver.
A copy of a tag can be applied to volumes, instances or both.

Tags will be applied to all instances and volumes. Learn more about tagging your Amazon EC2 resources.

s Value (256 characters maxim Instances (i Volumes: i

f5m-6.1.0-Instance-1o-detach-root-volume o

b

cancel | provious  [[ENERESRTIRRY  Next: Confioure Securiy Group

8. In Step 6: Configure Security Group, select any security group because FortiSIEM will not be logging into this
instance. Click Review and Launch.

aws Services v  Resource Groups v %

4AddStrage  5.AddTags 6. Configure Security Group

1. Choose AM

Step 6: Configure Security Group
A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance. For example, if you want 1o set up a web server and allow Internet traffic
1o reach your instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security group or select from an existing one below. Learn more about Amazan EC2 security groups.

Assign a security group: O Greate & new security group

® Select an existing security group
Filter (VPG security groups v

Security GroupiD  Name. Description
8 sg-62419807 default default VPC security group
Inbound rules for sg-62419807 (Selected security groups: $g-62419807) 11|
Type (i Protcol (i Port Range (| Source (i Description (|
Custom UDP Rule upP 161 0.0.0.0/0 &

Cancel  Previous [LECSTURTIURY

In Step 7: Review Instance Launch. Click Launch.

L\*  FortiSIEM QA ~

Services ~  Resource Groups ~ % o

1.ChooseAMI 2 Choose lnstance Type 3. Configure bnstance 4, Add Storage 5. Add Tags 6. Configura Security Group 7. Review

Step 7: Review Instance Launch

Please review your instance launch details. You can go back to edit changes for each section. Click Launch to assign a key pair to your instance and complete the launch process.

x
A Youri e configuration is not eligible for the free usage tier
To launch an instance that's eligible for the free usage tier, check your AMI selection, instance type, configuration options, or storage devices. Learn more about free usage tier eligibility and usage restrictions.
A Improve your instances' security. Your security group, default, is open to the world,
Your instances may be accessibie from any IP address. We recommend that you update your security group rules ta allow access from known IP addresses only.
‘You can also open additional ports in your security group to facilitate access to the application or service you're running, e.g., HTTP (80) for web servers. Edit security groups
Edit AMI

~ AMI Details

.1.0.1260 -
’

D ForsiEn-va-5:1.0.1260 AW witncrvers for al mstancs ypes
cancel | revous | ([EEEY
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10. Select an existing key pair or create a new key pair. Click Launch Instances.

Select an existing key pair or create a new key pair

A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required

to obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance.

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI .

[Choose an existing key pair v]
Select a key pair
[ga-ec2-ht ~]

| acknowledge that | have access to the selected private key file (ga-ec2-ht.pem), and that
without this file, | won't be able to log into my instance.

¢

[+, .-/ Launch Instances

11. Navigatetol

R

nstan

Instanc: | 1-0844ar2633541000 1

Description  Status Chcks.

[T —

ces. Select, then stop the instance.

- lostanceType - Avallablty Zome - Insance State

s 2age. e @ nning

962.95-175-133- 162.compute- 1 amazanaws.com

Stabas Chacks -

T wsazng Moo

Adarm Status

% SRISTSATARe ISUSLAMZ 2SO

Public DN (Pvd)

]

1Pvd Publc P s

Publc DNS 4] oc2.36-175-133-162 compute-1 amazorave. com

12,

O New EC2 Experience
Tt hatyoutner X

EC2 Dashboard
Events
Tags
Limits
¥ Instances
Instances
Instance Types
Launch Templates
Spot Requests
Savings Plans
Reserved Instances
Dedicated Hosts
Scheduled Instances
Capacity Reservations
¥ images
AMis
w Elastic Block Store
Volumes
Snapshots

Lifecycle Manager

Resource

Groups ~ %

-
() search : -0844e1263354feche A filter

U - instance ID e
[ ] fsm-6.1 0-instance-to-detach-root-volume. *— 064461263354 TecOe ‘m3. darge

Instance: | -084427263354fecOe (fsm-8.1.0-instance-to-detach-root-volume)  Private IP: 10.0.5.163

Description  Status Checks

Instance ID
Instance state
Instance type

Finding

Private DNS

Private IPs
Secondary private IPs
VPCID

Subnet ID

Network interfaces

Monitoring | Tags

1064461263354fecOe

stopped

5. 2xarge

Opt-in to AWS Compute Optimizer for recommendations. Leam more
ip-10-0-5-163.002.internal

10.05.183

Vpe-504eba38 (Defoul us-east VPC)
subnet-B6fdb 16a (default-subnet-1)
otho

WMrols -

Key pair name

qa-ec2-t

ClassicLink -

Owner

Launch time
Termination protection
Litecycle

620885071500
July 17, 2020 8t 6:46:18 PM UTG-7 (1655 than one hour)
Faise

Availability Zone

us-eastf

Instance State

@ siopped

Status Chocks - Alarm Status

None

Public DNS (Pvd) -
1Pvd Public P -

1PV 1Ps
Elastic IPs

Availabiity zone

Security groups  efault, view inbound rues. view outbound rule

Schaduled events
AMIID

Platform details
Usage operation
Source/dest. check
T2/T3 Unimitea

EBS-optimized
Root device type

Root davice

2600:1118:06:5-cOca:ch5:4001- B2

Block Device /dev/sdat

EBSID

Block devices  /devisdat

Public DNS (IPve) - IPvd Public IP

0009163410936 701
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13. Click Actions > Detach Volume.

iAo e e
© K ¢ twrat 5
Freas v Size - | Mok g = | 1ORS- | Suapebol = | Crusted « Avsilabilty Zone - Stake Ao —
Tage
mon ..: E R R T a— @ ume Nl SONOMTHTTSSATS (5310 S10-mipai) Kewida futn
imits
- Insances
rstances
nstance Types
Lounch Templates
escrpoon  stmmuneces  wensomg iage
s Ve D voiCrorsbaLTBtecs Outpote AN+
Ao s Mo s man
* Elasicslock Stors srap7a1 300822200403 oy 19,2020 63121 P UTCT
. [ ——— Sww oo
Encoypton Not Encyped
snapshots K ey © [ t
Lifecycle Manager M Ky Assos B T L e —

14. Click Yes, Detach in the popup window. Wait for the instance state to be Available.

Detach Volume

Ara you sure you want o detach this voluma?

+ Vol-038153410503a7011 ffam-6.1.0-nstancs 1o-detach-

-

15. Click Actions > Attach Volume.

Launch Templates
Spot Requests
Savings Plans
Resarved instances

Dedicated Hosts scx
Scheduled Instances
Capacity Reservations

-

@ K< 1wio

Craates Acslasilty Zora < Sists ausm amsen
[P R T —— ® oiste NN

268
Ay 17,2000 81 84620 PM UTG-7
acatavia

w2

100

16. Enter the name of your 5.3.x or 5.4.0 instance in the Instance search box and select it.
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Migrating from FortiSIEM 5.3.x or 5.4.0

17. Enter the Device as /dev/sdal and click Attach.

vol-029153410a03670f1 (fsm-8.1.0-instance-to-detach-root-volume) in

us-east-1f

i-06bA3eaTelcocTao:  A— in us-east-17
[oovisda| e ]

Linux Devices: /dev/sd through /dev/sdp

Note: Newsr Linux kerneis may rename your devioss 10 /dev/xvaf through

18. Create a new 100GB volume for /opt in the same availability zone where your 5.3.x or 5.4.0 instance is running.
Click Create Volume.

Services ~  Resource Groups ~

Create Volume

Volume Type ~ General Purpose SSD igp2) = €

Size (GIB) 100 (Min: 1 GiB, Max: 16384 GiB) [i]
I0PS 300/3000 (Baseline of 3 IOPS per GIB with a
minimum of 100 IOPS, burstable to €
3000 10PS)

Availability Zone*  us-east-1f *——- ~ 0

Throughput (MB/s) Not applicable €}
Snapshot D Select a snapshot ~Cceo

Encryption [J Encrypt this volume

Key (128 characters maximum) Value (256 characters maximum)
i [Name | [6:1.0-100GB-opt-volumd ] @
AddTag = 49 remaining  (Up to 50 tags maximum) ? VL

* Required [EUEN Create Volume

19. Navigate to Volumes, then click Actions > Attach Volume.

R ps

© Hewebperience
EC2 Dashboand wew ®
Events er
o - Volume 1D Ses - VolmeType- IOPS - Snapshol - Greated © Avallabibty Zone < State
Tags
. +olOckb01 F0525547 w068 w2 0 by 17, 20208t 71 usask @ swistie
mits
» instances
Instances
Instance Types
Launch Templates
Spot Requests
Savings Plans Description | Siatus Checks  Monitoring  Tags
Reserved instances Vi 10 vo: 0eob1 TOR2SEIAET Guposts ARN -
Dedicated Hosts. wex Aorm status Nono sz 1w0GE
Snaphot — 7, TASSIPMUTET

Scheduled Instances ol 172080 47114098 FM UTC

Avadbilty Zone  us-sast 11 State  avaiabie
Capacty Ruservations Encryption ot Enanypted Atachmset itormaton

KMS Key D Vokume

- images ey oo o2

S Koy Alasea Product codes -
s KMS Key ARN 1oPs 300

Mt Attsch Enatied No

w Elastic Block Store
Nolums
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Migrating from FortiSIEM 5.3.x or 5.4.0

20. Navigate to Instances page and select the 5.3.x or 5.4.0 instance that you want to migrate to 6.1.1.

Attach Volume

in us-east-11

in us-east-1f

Boot Up the 5.3.x or 5.4.0 Instance and Migrate to 6.1.1

Follow these steps to complete the migration process:

1. Start the instance using Actions > Instance State > Start.

© NewEC2 Experience e &
New EC2 Experience ¢ Launch Instanee Actions. A0 0 4

EC2 Dashboard e Q| search: fem-531-10-610-migrate @ K < iwmtort > 3l
Events e
| Hame - instance Type - - - - AammStaws  PublicONS (Pvi) - IPvéPubliclP - IPvéIP]
Tags.
8 6ms3ts0mgnn ™4 Axiarge us-sast 1 & stopped Nona % 025220211180c0.. 5220211180 26001
Limits
» Instances
Instance: | 1-08008478775547543 s -]
Instances
Instance Types Description  Status Checks
Launch Templates rstance 10 14
Spot Requests Instarce state  stopped 1Pvd Public 1P 52.202.11.180
Savings Plans Instance type  m.dxlarge IPV6 [Ps 26001 1118:28:5 50510 106:6074:6019
Finding for Elasic|Ps  52202.11.180°
Feserved Instances Private ONS  ip-10-0-5-225-ecZntemal Avalbity zone  us-east-1f
Dedicated Hosts new Privaio IPs 1005225 detaut
Scheduled iratances ‘Secondary private IPs Schedued events -
VPCID  vpo-5c4eb038 (Detauit us-asst VPCH AMIID B
Capacity Reservations ‘ami-0cg5ed0819a1d175b.4 (ari-0443dbBaccSe0ed)
; Subnet I subnet B6tdb16a (defouit-subnet-11) Plattorm details  LinusUNIX
w Images o Jsage operation  Runinsiances
AMis AMre - Source/dest chack  True
Key pair name  qa-ec-ht T2/T3 Unlimited -
» Elastic Block Store - A
Volumes Owner 623885071509

Launch time  July 20, 2020 at 8:39:08 AM UTC-7 (2 hours)
Termination prolection  False
Ufecycl  normal

Snapshots

Lifecycle Manager

w Network & Security

Security Groups wew
Elastic IPs wew Moritorng base ——
Placement Groups sew Alarm status  None Elastc Infarence accslerator ID -
Key Pairs_sex KemellD - Capacity Resenvation -

2. Use the /svn partition noted earlier and mountitto /mnt. This contains the backup of the 5.3.x or 5.4.0 system
settings that will be used during migration. Copy the 5.3.x or 5.4.0 settings that were previously backed up and
umount /mnt. For example:

mount /dev/xvdgl /mnt

mkdir /restore-53x-settings

cd /restore-53x-settings

rsync -av /mnt/53x-settings/.

In -sf /restore-53x-settings /images

umount /mnt

R e
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Migrating from FortiSIEM 5.3.x or 5.4.0

3. Runthe command configFsM. sh script to open the configuration GUI:
a. Select 2 No in the Configure TIMEZONE dialog. Click Next.

b. In Config Target, select your node type: Supervisor, Worker, or Collector. This step is usually performed on
Supervisor (1 Supervisor). Click Next.

c. InConfigure Supervisor, select the 6 migrate_6_1_1 operation. Click Next.

d. Test network connectivity by entering a host name that can be resolved by your DNS Server (entered in the
previous step) and can respond to a ping. The host can either be an internal host or a public domain host like
google.com. Click Next.
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Conf igure Supervisor .

Enter host for checking network conmectivity

I-_.jhust .com_

< Next > < Back > < Exit >

e. Click Run on the confirmation page once you make sure all the values are correct. The options are described in
the table here.

Lond igure supervisor
Run Conf iguration Command :

puthon susrslocalsbincconf igureFSH.py -r super -2 US-Pacific -i
17£.38.57.83 -m £55.255.45£€.8 —-g 172.38.56.1 —-host sphvdd -f spovEs -t
4 --dnsl 172.38.52.31 --dnsd 1V2.30.52.32 -0 migrate --testpinghost
goog le . com

¢ RBum >

f. Wait for the operations to complete and the system to reboot.

TASK [Execute GlGSSFiSh TaskS] % 3k 2k ok ok 2k ok ok 3k 3k ok 3k ok ok sk ok ke sk ok ok ok ok 3k ok ok o ok 3k Sk ok ke sk ok Sk ok ok sk ok ok sk ok ok ok ok 3k ok 2k sk ok ke sk ok ke sk ok 3 ok ok ok ok ok ke ok ok ok ok ke ok ok sk ok ok sk ok ok sk ok 3k ok ok 3k ok ok ok ok % 3k %k K]

TASK [appser‘ver‘ : GLASSFISH | Remove Passwd File] #sskskokskokskokscdodokokodokokokohok koo dokodeodobdekodof ook sk ook ook oo ook o ke
changed: [localhost]

TASK [rebOOt . Reboot the machine] ke 3k 2k ke ok 2k Sk ok 3k sk ok 3k ok ok ok ok ok 3k ok ok ok ok 3k Sk ok ke sk ok 3k ok ok sk ok ok ok ok 3k ok ok ke ok ok ok ok 3k Sk ok 3k sk ok 3k ok ok ok ok ok ok ok ok ok ok 3k 3k 3k Sk 3k 3k sk ok ok sk ok 3k ok ok 3k ok ok 3k ok % 3k ok % ]

changed: [localhost]

ASK [r'eboot : WClIt for- machine tO come back] 30 30 2k 2k 2k 2k 2k ok ok 3k ok ok ok ok ok 3k 3k 3k 3k 3k 3 3 3K 3 e 3 e e e e e e e e ke ke ke ke ke ke ke ke ke ke ke 2k 2k ok ok 3k Sk Sk Sk Sk Sk Sk ke ke ke e e K K e e 3K 3K e e 3k 3k 3k 3k
Connection to ec2-52-202-11-180.compute-1.amazonaws.com closed by remote host.

Connection to ec2-52-202-11-180.compute-1.amazonaws.com closed.

$

g. Wait for about 2 minutes before logging in to the system. Wait another 5-10 minutes for all of the processes to
start up. Execute the phstatus command to see the status of FortiSIEM processes.
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$ ssh ec2-user@ec2-52-202-11-180.compute-1.amazonaws.com

Last login: Mon Jul 20 14:54:35 2020 from 69.181.213.37
[[ec2-user@fsm-531-to-610-migrate ~]$ sudo su -

Last login: Mon Jul 20 14:54:39 EDT 2020 on pts/@

[[root@fsm-531-to0-610-migrate ~]# phstatus.py

System uptime: 14:55:11 up 2 min, 1 user, load average: 1.55, 0.84, 0.33
Tasks: 27 total, @ running, 26 sleeping, @ stopped, @ zombie

Cpu(s): 16 cores, 0.2%us, 0.1%sy, 0.0%ni, 99.6%id, 0.0%wa, 0.1%hi, 0.0%si, 0.0%st
Mem: 65675424k total, 9388188k used, 56287236k free, 9184k buffers

Swap: 26058744k total, @k used, 26058744k free, 2493084k cached

PROCESS UPTIME

0
e
c
R

VIRT_MEM RES_MEM

2161m 585m
954m 74m
638m 56m
1357m 281m
1377m 277m
1196m 60m
516m 67m
1420m 90m
558m 58m
1030m 57m
492m 50m
1452m 53m
325m 33m
809m 82m
763m 277m
1129m 64m

phParser 00:55
phQueryMaster 00:55
phRuleMaster 00:55
phRuleWorker 00:55
phQueryWorker 00:55
phDataManager 00:55
phDiscover 00:55
phReportWorker 00:55
phReportMaster 00:55
phIpIdentityWorker 00:55
phIpIdentityMaster 00:55
phAgentManager 00:55
phCheckpoint 00:55
phPerfMonitor 00:55
phReportLoader 00:55
phBeaconEventPackager 00:55

phDataPurger
phEventForwarder
phMonitor

Apache

Node. js-charting
Node. js-pm2
AppSvr

DBSvr

phAnomaly
phFortiInsightAl
Redis

00:
00:
00:
:33
126
126
02:
:33
00:
:33
126

02
02
02

02

02
02

55
55
58

24

56

(SIS IS BT BT CS RNST S IS TGS IS B BECS B IS IS TS IS CS STS BECS IS IS IS S

583m
549m
1455m
311m
913m

0
15111m
317m
1495m
23425m
53m

60m
45m
612m
15m
84m
7164
2852m
30m
67m
296m
22m

h. Remove the restored settings directories because you no longer need them, for example:
# rm -rf /restore-53x-settings
# rm -rf /svn/53x-settings
# rm -f /images

(Optional) Change Instance Type to the Latest Generation

If you would like to change the instance type to one in the current generation for higher performance, this is a good time
todoit. 5.3.x or 5.4.0 and earlier versions do not support m5 (AWS Nitro) instance types. FSM 6.1.1 supports all instance
types that have the recommended vCPU/memory levels. This step may require a reset of FortiSIEM license for the UUID
change.
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To do this, stop the instance and change instance type as follows, then start the instance again.

T a
it s wht you think x LLounch instance: Actions. oo

EC2 Dashboard Y, search : fom-531-t0-610-migrate L] 1todof1
Events
| tame - instance Type - - - - AamSwtus  PublicDNS(Pwl) - IPwiPublicl® - IPvIPs
Tags
8 fm53tio 10 mpnis us-east-1f @ siopped Nene % ec28220211480co.. 5220211180 2600:111€
Limits
¥ Instances
Instance: | 08008478775547543 rergli mmm

Instances

Instance Types Descrigtion  Status Checks ot
Launch Templates Instanca 1D -0800e4 78775547543 Public DNS (Pvé)  ec2-52-202-11-180.compute-1.amazonaws.com
Spot Requests o stopped IPy4 Public P 52202.11.180

ma Axiarge P8 P

Savings Plans
Elastic IP

Opi-in ta AWS Compute Optimizer for relill 2
1p-10-0-5-225.8c2.Intemal Avallability zone  us-east-
Security groups
Scheduled svants

A1 1D

Reserved Instances
Dedicated Hosts Privats IPs 1005225

‘Secondary privats IP3
VPCID  vpc-5d4eb938 (De

Scheduled Instances

Capacity Reservations

Patiom details L

Subnet 1D subnet S6idb16a
Network interfaces  etn0 Usage opermtion  Runinstances

- Source/dest. chack  True
T2/T3 Unlimited

w Images

AMis

w Elastic Block Store

Volumes 623885071508 EBS-cptimized  Tue
Snapshots e July 20, 2020 at 11:16:47 AM UTC-7 fless than one hour) Root device type  ebs
Termination protection  Faise Rootdevice  /cev/s

Lifecycle Manager

Uifocycl  normal Block davices

¥ Network & Security

sdanlodo
Security Groups Keisdat
idavisdh
Montoring  basic Elastic Graphics ID -
Placement Groups. Aarm status  None Elastic Inference accelerator ID -
Kermal 1D Capacity Ressrvaton

Key Pairs

Select the Instance Type from the drop-down list and click Apply.

Change Instance Type X

Instance ID  i-0800e478775547543

Instance Type

EBS-optimized J
..

Migrate Cluster Installation

This section provides instructions on how to migrate Supervisor, Workers, and Collectors separately in a cluster
environment,

o Delete Workers

» Migrate Supervisor

« Install New Worker(s)

o Register Workers

o Set Up Collector-to-Worker Communication
» Working with Pre-6.1.0 Collectors

« Install 6.1.1 Collectors

» Register6.1.1 Collectors
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Delete Workers

1. Login to the Supervisor.

2. Goto Admin > License > Nodes and delete the Workers one-by-one.

3. Gotothe Admin > Cloud Health page and make sure that the Workers are not present.
Note that the Collectors will buffer events while the Workers are down.

4. Shutdown the Workers.
SSH to the Workers one-by-one and shutdown the Workers.

Migrate Supervisor

Follow the steps in Migrate All-in-one Installation to migrate the supervisor node. Note: FortiSIEM 6.1.1 does not support
Worker or Collector migration.

Install New Worker(s)

Follow the steps in Cluster Installation > Install Workers to install new Workers. You can either keep the same IP address
or change the address.

Register Workers

Follow the steps in Cluster Installation > Register Workers to register the newly created 6.1.1 Workers to the 6.1.1
Supervisor. The 6.1.1 FortiSIEM Cluster is now ready.

Set Up Collector-to-Worker Communication

1. Goto Admin > Systems > Settings.
2. Add the Workers to the Event Worker or Query Worker as appropriate.
3. Click Save.

Working with Pre-6.1.0 Collectors

Pre-6.1.0 Collectors and agents will work with 6.1.1 Supervisor and Workers. You can install 6.1.1 collectors at your
convenience.

Install 6.1.1 Collectors

FortiSIEM does not support Collector migration to 6.1.1. You can install new 6.1.1 Collectors and register them to 6.1.1
Supervisor in a specific way so that existing jobs assigned to Collectors and Windows agent associations are not lost.
Follow these steps:
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Migrating from FortiSIEM 5.3.x or 5.4.0

Copy the http hashed password file (/etc/httpd/accounts/passwds)from the old Collector.
Disconnect the pre-6.1.1 Collector.
Install the 6.1.1 Collector with the old IP address by the following the steps in Cluster Installation > Install Collectors.

Copy the saved http hashed password file (/etc/httpd/accounts/passwds) from the old Collector to the 6.1.1
Collector. This step is needed for Agents to work seamlessly with 6.1.1 Collectors. The reason for this step is that
when the Agent registers, a password for Agent-to-Collector communication is created and the hashed version is
stored in the Collector. During 6.1.1 migration, this password is lost.

A owbdhd-=

Register 6.1.1 Collectors

Follow the steps in Cluster Installation > Register Collectors, with the following difference: in the
phProvisionCollector command, use the --update option instead of --add. Other than this, use the exactly the
same parameters that were used to register the pre-6. 1. 1 Collector. Specifically, use this form of the

phProvisionCollector command to registera 6.1 .1 Collector and keep the old associations:

# /opt/phoenix/bin/phProvisionCollector --update <user> '<password>' <Super IP or Host>
<Organization> <CollectorName>

The password should be enclosed in single quotes to ensure that any non-alphanumeric characters are escaped.

Re-install new Windows Agents with the old InstallSettings.xml file. Both the migrated and the new agents will
work. The new Linux Agent and migrated Linux Agent will also work.
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