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What's new

This section provides a summary of the new features and enhancements in FortiOS 6.0.
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Fortinet Security Fabric

This section introduces new Security Fabric features in FortiOS 6.0.

Security Fabric automation

User-defined Automations allow you to improve response times to security events by automating the activities between
devices in the Security Fabric. You can monitor events from any source in the Security Fabric and set up action
responses to any destination. To create an Automation, you can set up a Trigger event and response Actions that cause
the Security Fabric to respond in a predetermined way. From the root FortiGate, you can set up event triggers for the
following event types: compromised host, event log, reboot, conserve mode, high CPU, license expiry, High Availability
(HA) failover, and configuration changes. The workflows have the means to launch the following actions in response:
email, FortiExplorer notification, AWS Lambda and webhook. Additional actions are available for compromised hosts,
such as: access layer quarantine, quarantine FortiClient via EMS, and IP ban.

FortiOS 6.0.2 adds the ability to test automation stitches using the diagnose automation test command.

Security rating

The Security Rating feature (previously called the Security Fabric Audit) includes new security checks that can help you
make improvements to your organization’s network, such as enforce password security, apply recommended login
attempt thresholds, encourage two factor authentication, and more.

For more information, see the Fortinet Recommended Security Best Practices document.

Security rating FortiGuard service

Security Rating is now a subscription service that FortiGuard offers when you purchase a Security Rating license. This
service allows you to:

o Dynamically receive updates from FortiGuard.

» Run Security Rating checks for each licensed device in a Security Fabric.

» Run Security Rating checks in the background or on demand.

» Submit rating scores to FortiGuard and receive rating scores from FortiGuard, for ranking customers by percentile.

Solution and service integration
In FortiOS 6.0, the Security Fabric extends to include more Fortinet products.

Wireless user quarantine

When you create or edit an SSID, you can enable the Quarantine Host option to quarantine devices that are connected
in Tunnel-mode. The option to quarantine a device is available from the Topology and FortiView WiFi pages.
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When a host is put into the quarantine VLAN, it gets an IP address from the quarantine VLAN DHCP server, and
becomes part of the quarantined network.

For more information, see Features for high-density deployments on page 2276.

Fortinet products can join the Security Fabric by serial number

Fortinet products can now easily and securely join the Security Fabric using an authorized device serial number.

For more information, see Using the Fortinet Security Fabric on page 143.

FortiMail integration

You can now add a FortiMail stats widget to the FortiGate Dashboard page to show mail detection stats from FortiMail.
Other FortiMail integrations include the following:

« A FortiMail section that displays the FortiMail name, IP address, login and password is now available in the Security
Fabric Settings page.

« FortiMail is now shown as a node in the topology tree view in the Fabric Settings page and in the Physical Topology
and Logical Topology views.

» The topology views now show the number of FortiMail devices in the Security Fabric in the device summary.

For more information, see Using the Fortinet Security Fabric on page 143.

Synchronize the FortiManager IP address among all Security Fabric members

When you add a FortiManager to the root FortiGate of the Security Fabric, its configuration is now automatically
synchronized with all devices in the Security Fabric. Central management features are now configured from the Security
Fabric Settings page.

For more information, see Using the Fortinet Security Fabric on page 143.

Improve FortiAP and FortiSwitch support in Security Fabric views

The Security Fabric widget on the dashboard and the Security Fabric Settings page now show the FortiAP and
FortiSwitch devices in the Security Fabric.

« You can now use new shortcuts to easily authorize any newly discovered devices and manage them.

« Switch stacking is now supported in the Physical and Logical topology views, and Inter-switch Link (ISL-LAG) is now
identified by a thicker single line.

For more information, see Using the Fortinet Security Fabric on page 143.

EMS server support in Security Fabric topology

The FortiClient Endpoint Management System (EMS) can be enabled in FortiClient Endpoint profiles. This feature allows
you to maintain FortiClient endpoint protection from FortiClient EMS and dynamically push configuration changes from
the EMS to FortiClient endpoints. EMS server support is also integrated with Security Fabric Automation.

For more information, see Using the Fortinet Security Fabric on page 143.
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Multi-cloud support (Security Fabric connectors)

Security Fabric multi-cloud support adds Security Fabric connectors to the Security Fabric configuration. Security Fabric
connectors allow you to integrate Application Centric Infrastructure (ACI), Amazon Web Services (AWS), Microsoft
Azure, VMware NSX, and Nuage Virtualized Services Platform configurations into the Security Fabric.

Additionally Cloud init support for Azure is now native to the cloud. FortiGate VM for Azure also supports bootstrapping.

For more information, see Fabric Connectors on page 162.

Azure regional support

The Azure Security Fabric connector supports connecting to regional Azure public clouds. This change allows
organizations in different regions to connect to their regional Azure public cloud if required for compliance or
performance reasons.

For more information, see Fabric Connectors on page 162

GUI change for single sign-on configuration

In FortiOS 6.0.1, the options to configure single sign-on in the FortiGate GUI are now located in the Security Fabric >
Fabric Connectors menu.
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Manageability
This section introduces new manageability features in FortiOS 6.0.

Asset tagging

You can use the new Asset Tagging system to create tags to separate and categorize network objects, interfaces, and
devices. Tags are flexible, easy to configure, and useful for comprehensive monitoring, audit reporting, and more.

For more information, see Multi-dimension tagging on page 2102.

FortiSwitch network assisted device detection and destination name resolution

Device detection now extends to managed FortiSwitches since some devices may not be visible to the FortiGate that

manages them. Devices that are connected to a FortiSwitch are more visible to the FortiGate that manages them and to
the Security Fabric.

FortiSwitch destination name resolution clearly presents destination objects and the aggregation of related IP addresses
with domains. It also applies Internet Service Database (ISDB) mapping for destination data.

For more information, see Managing “bring your own device” on page 1979 and Using the FortiGate GUI on page 2376.

Global security profiles

Global Security Profiles can be used by multiple VDOMs instead of creating identical profiles for each VDOM. You can
create global security profiles for the following security features:

o Antivirus

o Application control

« Data leak prevention

« Intrusion protection

» Web filtering

For more information, see Virtual Domains on page 2151.
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Networking
This section introduces new networking features in FortiOS 6.0.

SD-WAN improvements

FortiOS 6.0 introduces the following SD-WAN features:

» Multiple server support for health checks

« Internet service groups

« Bandwidth options in SD-WAN rules

o Custom profiles in SD-WAN rules

» DSCP tagging of forwarded packets in SD-WAN rules

For more information, see SD-WAN on page 168.

Multipath intelligence and performance SLAs

SD-WAN performance Service-Level Agreements (SLAs) incorporate multilayer SLA monitoring of link selection. To
help handle emergency load or outages you can select links based on weight and SLA priority and then return to defaults
once the network stabilizes. Also, traffic shaping and application intelligence have been added to the SD-WAN
configuration, which gives you more control of SD-WAN traffic.

For more information, see SD-WAN on page 168.

Application awareness

You can now use application control and application control group options in SD-WAN rules.
Internet Service support is also increased from a single Internet Service to Internet Service groups.

For more information, see SD-WAN on page 168.

BGP dynamic routing and IPv6 support for SD-WAN

FortiOS 6.0 introduces support for dynamic router for an SD-WAN configuration. You can set up a route map and add a
route tag to the route map. Then, you can create an SD-WAN configuration, a health check, and a service for it. When
you create the service, you add the configured route tag that you created in the route map to the service.

For more information, see SD-WAN on page 168.

Interface-based traffic shaping

In FortiOS 6.0, you can now enable traffic shaping on an interface. Interface-based traffic shaping allows you to enforce
bandwidth limits by traffic type for individual interfaces.
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Cloud-assisted one-click VPN

One-click VPN (OCVPN) is a cloud-based solution that greatly simplifies the provisioning and configuration of IPsec
VPN. The administrator enables OCVPN with a single click, adds the required subnets, and then the configuration is
complete. The OCVPN updates each FortiGate automatically as devices join and leave the VPN, as subnets are added
and removed, when dynamic external IP addresses change (for example, DHCP or PPPoE), and when WAN interface
bindings change (as in the case of dual WAN redundancy).

For more information, see One-Click VPN (OCVPN) on page 1298.

IPv6 enhancements

The following new IPv6 features have been added.

o |Pv6 captive portal

« IPv6 FQDN and wildcard firewall addresses
 |Pv6 ISIS dynamic routing

o DHCPV6 server prefix delegation

« |Pv6 DFD and VRRP

For more information, see IPv6 on page 529.

NAT enhancements

The following new NAT features have been added.

o Central source NAT (SNAT) policies now include a comment field
» Port block allocation timeout is configurable

o NAT46 IP pools

* VRRP HA supports firewall virtual IPs (VIPs) and IP pools

For more information, see NAT on page 475.

EMAC-VLAN support

The media access control (MAC) virtual local area network (VLAN) feature in Linux allows you to configure multiple
virtual interfaces with different MAC addresses (and therefore different IP addresses) on a physical interface.

For more information, see Enhanced MAC VLANs on page 1550.
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Security
This section introduces new security features in FortiOS 6.0.

FortiGuard virus outbreak prevention

FortiGuard virus outbreak prevention is an additional layer of protection that keeps your network safe from newly
emerging malware. Quick virus outbreaks can infect a network before signatures can be developed to stop them.
Outbreak protection stops these virus outbreaks until signatures become available in FortiGuard.

For more information, see FortiGuard virus outbreak prevention on page 865.

FortiGuard content disarm and reconstruction

Content Disarm and Reconstruction (CDR) removes exploitable content and replaces it with content that's known to be
safe. As files are processed through an enabled AntiVirus profile, content that's found to be malicious or unsafe is
replaced with content that allows the traffic to continue, but doesn't put the recipient at risk.

Content that can be scanned includes PDF and Microsoft Office files leaving the network on CDR-supported protocols
(such as, HTTP web download, SMTP email send, IMAP and POP3 email retrieval—MAPI isn't supported).

This feature works even if FortiSandbox is not configured, but only if you want to discard the original file. If FortiSandbox
is configured and it responds that the file is clean, it passes the content unmodified.

For more information, see Content Disarm and Reconstruction (CDR) on page 863.

Application groups for NGFW policies

When a FortiGate operates in NGFW policy mode, you can create application groups when you add NGFW policies.
Then, when you add IPv4 or IPv6 policies you can create application groups to simplify policy creation.

For more information, see Application groups for NGFW policies on page 445.

Application control rule sequencing

To have more control over application control outcomes, you can control the order that application signatures appear in
application control sensors. Signatures for applications that are more sensitive can appear higher in the list so they get
matched first.

For more information, see Application control on page 919.
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Threat Feeds (external dynamic block lists)

This feature introduces the ability to dynamically import external block lists from an HTTP server. You can use the block
lists to enforce special security requirements that your organization has. This can include long term policies to always
block access to some websites or short time requirements to block access to known compromised locations. Since the
lists are dynamically imported any changes made to the list are instantly imported by FortiOS. Dynamic block lists can be
added to:

o Web Filter profiles and SSL inspection exemptions.

« DNS Filter profiles and "Source/Destination" addresses in proxy policies.

In each profile, the administrator can configure multiple external block lists.

For more information, see Threat Feed Connectors on page 896.

FortiAP-S bridge mode security profiles

If you have enabled bridge mode for a managed FortiAP-S, you can add a UTM profile to the wireless controller
configuration that allows you to apply the following security profile features to all traffic accepted by the managed
FortiAP-S:

 AntiVirus (including Botnet protection),

o IPS,

» Application control, and

« Web Filtering.

For more information, see FortiAP-S bridge mode security profiles on page 2289.

SSH MITM deep inspection

Due to an increase in recent years of vulnerabilities discovered in the SSH protocol, protections have been incorporated
into FortiOS's Intrusion Prevention System (IPS) engine that will aid in protecting against malicious activity coming
through the FortiGate against SSH access points. In addition to the protections offered by IPS, additional settings and
functionality have been added to protect against man-in-the-middle (MITM) attacks that use SSH as the attack vector.

For more information, see SSH MITM deep inspection on page 468.
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Getting started

This guide explains how to get started with a FortiGate, and examines basic configuration tasks and best practices.

Differences between models

Before you get started, note that not all FortiGate models have the same features. This is especially true of the desktop
or entry-level models: FortiGate / FortiWiFi models 30 to 90. If you are using one of these FortiGate models, you may
have some difficulties accessing certain features.

The entry-level, or desktop, models can connect to the internet in two simple steps. They also have a number of features
that are only available using the CLI, rather than appearing in the GUI.

 Quick installation using DHCP
o CLIl-only features

vy
‘Q' Consult your model's Quick Start Guide, hardware manual, or the Feature / Platform Matrix for

further information about features that vary by model.

FortiGate models differ principally by the names used and the features available:

« Naming conventions may vary between FortiGate models. For example, on some models the hardware switch
interface used for the local area network is called lan, while on other units it is called internal.

« Certain features are not available on all models. Additionally, a particular feature may be available only through the
CLI on some models, while that same feature may be viewed in the GUI on other models.

If you believe your FortiGate model supports a feature that does not appear in the GUI, go to System > Feature
Visibility and confirm that the feature is enabled. For more information, see Feature Visibility on page 54.
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Getting started
Installation

This section discusses how to install your FortiGate and use it in your network, after completion of the initial setup
outlined in the Quick Start Guide for your FortiGate.

The following topics are included in this section:

« Quick installation using DHCP
o NAT mode installation
« Virtual wire pair

Quick installation using DHCP

Most of the FortiGate desktop models have a default configuration that includes a DHCP server on the lan (or internal)
interface and a security policy that securely allows all sessions from the internal network to reach the Internet. Because
of this, you can connect your desktop FortiGate to the Internet in two simple steps:

O ! ’, Note that, in order to use this installation method, your ISP must provide connectivity with
? DHCP and accept DHCP requests without authentication. You must also use IPv4 to connect
- your FortiGate to the Internet.

1. Connect the wan interface on your FortiGate to your ISP-supplied equipment, and connect the internal network to

the default lan interface on your FortiGate. Turn on the ISP’s equipment, the FortiGate, and the computers on the
internal network.

2. For computers on the internal network:

Windows Vista/7/8/10 users:
Go to Network and Sharing Center and select Change adapter settings.
Open the Local Area Connection (Ethernet or WiFi, whichever applies) and select Properties.
Select Internet Protocol Version 4 (TCP/IPv4) and then select Properties.
Select Obtain an IP address automatically and Obtain DNS server address automatically.
Click OK.

Mac OS X users:

o ODd=

1. Goto System Preferences > Network and select your Ethernet connection.
2. Set Configure IPv4 to Using DHCP.

Results

To confirm successful Internet connectivity from any computer on the internal network, open a web browser and browse
to any website.

NAT mode installation

There are two main ways to install a FortiGate using network address translation (NAT) mode: Standard installation in
NAT mode, where Internet access is provided by a single Internet service provider (ISP), and Redundant Internet
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installation, where two ISPs are used.

NAT mode vs. transparent mode

A FortiGate can operate in one of two modes: NAT or transparent.

The most common of the two operating modes is NAT mode, where a FortiGate is installed as a gateway or router
between two networks. In most cases, it is used between a private network and the Internet. This allows the FortiGate to
hide the IP addresses of the private network using NAT. NAT mode is also used when two or more ISPs provide the
FortiGate with redundant Internet connections.

A FortiGate in transparent mode is installed between the internal network and the router. In this mode, the FortiGate
does not make any changes to IP addresses and only applies security scanning to traffic. When a FortiGate is added to a
network in transparent mode, no network changes are required, except to provide the FortiGate with a management IP
address. Transparent mode is used primarily when there is a need to increase network protection but changing the
configuration of the network itself is impractical.

Standard installation in NAT mode

In this configuration, a FortiGate is installed as a gateway or router between a private network and the Internet. By using
NAT mode, the FortiGate is able to hide the IP addresses of the private network.

NAT applied to
D —— incoming and —_—
outgoing traffic

D_ LAN WAN1
e ey 192.1.68.1.99 172.20.120.2
é
Internet

= FortiGate in
‘ | NAT mode
- = =
Internal Network
192.168.1.0/32

Redundant Internet installation

In this configuration, a WAN link interface is created that provides the FortiGate with redundant Internet connections
from two ISPs. The WAN link interface combines these two connections, allowing the FortiGate to treat them as a single
interface.
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models.

If you have previously configured your FortiGate using the standard installation, you will have
to delete all routes and policies referring to an interface that will be used to provide redundant
Internet. This includes the default Internet access policy that is included on many FortiGate

1. Connect your ISP devices to your FortiGate’s Internet-facing interfaces (typically WAN1 and WAN2).

2. Goto Network > Interfaces to create a WAN link interface, which is used to group multiple Internet connections
together so that the FortiGate can treat them as a single interface.

3. Set the interface Status to Enable.

4. Under SD-WAN Interface Members, click on the plus sign and then on the down arrow to open the dropdown
menu. Select WAN1 as the Interface and enter the Gateway IP provided by your primary ISP. Do the same for
WAN2, but use the Gateway IP provided by your secondary ISP.

5. Select an appropriate method for the SD-WAN Usage from the following options, and Apply your changes when

finished:

« Bandwidth - A bandwidth cap is defined for active members of the SD WAN link.
* Volume - A volume ratio is set for each active member.

« Sessions - A sessions ratio is set for each active member.
6. Go to Network > Static Routes and create a new default route. Set Interface to the SD-WAN link.
7. GotoPolicy & Objects > IPv4 Policy and select Create New to add a security policy that allows users on the
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private network to access the Internet.

Virtual wire pair

A virtual wire pair consists of two interfaces that do not have IP addressing and are treated similar to a transparent mode
VDOM. All traffic received by one interface in the virtual wire pair can only be forwarded out the other interface, provided
that a virtual wire pair firewall policy allows this traffic. Traffic from other interfaces cannot be routed to the interfaces in a
virtual wire pair. A virtual wire pair can include redundant and 802.3ad aggregate (LACP) interfaces.

Virtual wire pairs are useful for atypical topologies where MAC addresses do not behave normally. For example, port
pairing can be used in a Direct Server Return (DSR) topology where the response MAC address pair may not match the
request’s MAC address pair.
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Virtual wire pairing replaces the port pairing feature available in earlier firmware versions. Unlike port pairing, virtual wire
pairing can be used for FortiGates in both NAT and Transparent modes.

In the example configuration below, a virtual wire pair (consisting of port3 and port4) makes it easier to protect a web
server that is behind a FortiGate operating as an Internal Segmentation Firewall (ISFW). Users on the internal network
will access the web server through the ISFW over the virtual wire pair.

Virtual wire pair allows
access to the server

- e

L
* &
- +
ISFW FartiGate ‘ ‘ =5 ] ‘ o Router
Web Server :
Internal Netwark
Adding a virtual wire pair and virtual wire pair policy
S ! ’, Interfaces used in a virtual wire pair cannot be used to access the ISFW FortiGate. Before
q creating a virtual wire pair, make sure you have a different port configured to allow admin
3 access using your preferred protocol.

1. Goto Network > Interfaces and select Create New > Virtual Wire Pair.

Select the interfaces to add to the virtual wire pair. These interfaces cannot be part of a switch, such as the default
lan/internal interface.

(Optional) If desired, enable Wildcard VLAN.

Select OK.

Go to Policy & Objects > IPv4 Virtual Wire Pair Policy, select the virtual wire pair, and select Create New.
Select the direction that traffic is allowed to flow.

Configure the other firewall options as desired.

Select OK.

If necessary, create a second virtual wire pair policy to allow traffic to flow in the opposite direction.

N

© ®No ok

Al
‘Q' If you have a USB-wan interface, it will not be included in the interface list when building a

wired-pair.

Results

Traffic can now flow through the FortiGate using the virtual wire pair.

For more information on this feature,see the Networking chapter.
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Using the GUI

This section presents an introduction to the graphical user interface (GUI) on your FortiGate, also called the GUI.

The following topics are included in this section:

Connecting using a web browser
Menus

Dashboard

Feature Visibility

Tables

Text strings

Connecting using a web browser

Ay
‘Q' The graphical user interface is best displayed using a 1280 x 1024 resolution. Check the
- FortiOS Release Notes for information about browser compatibility.

In order to connect to the GUI using a web browser, an interface must be configured to allow administrative access over
HTTPS or over both HTTPS and HTTP. By default, an interface has already been set up that allows HTTPS access, with
the IP address 192.168.1.99.

Browse to https://192.168.1.99 and enter your username and password. If you have not changed the admin account’s
password, use the default user name, admin, and leave the password field blank.

The GUI will now be displayed in your browser.

If you wish to use a different interface to access the GUI, do the following:

1.

Go to Network > Interfaces and edit the interface you wish to use for access. Take note of its assigned IP address.

2. Beside Administrative Access, select HTTPS, and any other protocol you require. You can also select HTTP,
although this is not recommended as the connection will be less secure.

3. Select OK.

4. Browse to the IP address using your chosen protocol.

Results

The GUI will now be displayed in your browser.

Menus

N ! ’, If you believe your FortiGate model supports a menu that does not appear in the GUIl as
9 expected, go to System > Feature Visibility and ensure the feature is enabled. For more
- information, see Feature Visibility on page 54.

The GUI contains the following main menus, which provide access to configuration options for most FortiOS features:
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Dashboard

Security Fabric

FortiView

Network

System

Policy & Objects

Security Profiles

VPN

User & Device

WiFi & Switch Controller

Log & Report

Monitor
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The dashboard displays various widgets that display important system
information and allow you to configure some system options.

For more information, see Dashboard on page 52.

Access the physical topology, logical topology, audit, and settings features of the
Fortinet Security Fabric.

For more information, see the Fortinet Security Fabric handbook.

A collection of dashboards and logs that give insight into network traffic, showing
which users are creating the most traffic, what sort of traffic it is, when the traffic
occurs, and what kind of threat the traffic may pose to the network.

For more information, see the FortiView handbook.

Options for networking, including configuring system interfaces and routing
options.

For more information, see the Networking handbook.

Configure system settings, such as administrators, FortiGuard, and certificates.
For more information, see the System Administration handbook.

Configure firewall policies, protocol options, and supporting content for policies,
including schedules, firewall addresses, and traffic shapers.

For more information, see the Firewall handbook.

Configure your FortiGate's security features, including AntiVirus, Web Filtering,
and Application Control.

For more information, see the Security Profiles handbook.

Configure options for IPsec and SSL virtual private networks (VPNs).
For more information, see the IPsec VPN and SSL VPN handbooks.

Configure user accounts, groups, and authentication methods, including external
authentication and single sign-on (SSO).

Configure the unit to act as a wireless network controller, managing the wireless
Access Point (AP) functionality of FortiWiFi and FortiAP units.

On certain FortiGate models, this menu has additional features allowing for
FortiSwitch units to be managed by the FortiGate.

For more information, see the FortiWiFi and FortiAP Configuration Guide.

Configure logging and alert email as well as reports.
For more information, see the Logging and Reporting handbook.

View a variety of monitors, including the Routing Monitor, VPN monitors for both
IPsec and SSL, monitors relating to wireless networking, and more.
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The FortiOS Dashboard consists of a Network Operations Center (NOC) view with a focus on alerts. Widgets are
interactive. By clicking or hovering over most widgets, the user can see additional information or follow links to other

pages.

The dashboard and its widgets include:

o Multiple dashboard support
« VDOM and global dashboards

» Widget resize control

« Notifications on the top header bar
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The following widgets are displayed by default:

Widget Description

The System Information widget lists information relevant to the FortiGate system,

System Information

Security Fabric

CPU

FortiOS Handbook

including hostname, serial number, and firmware.

D riTTes (G Fortilapiorer

adiny

The Security Fabric widget displays a visual summary of many of the devices in the

Fortinet Security Fabric.
For more information, see the Fortinet Security Fabric handbook.

The real-time CPU usage is displayed for different time frames.
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Widget Description

Licenses Hovering over the Licenses widget results in the display of status information (and, where
applicable, database information) on the licenses for FortiCare Support, Firmware &
General Updates, AntiVirus, Web Filtering, Security Rating, FortiClient, and
FortiToken. Note that Mobile Malware is not a separate service in FortiOS 6.0.0. The
Mobile Malware subscription is included with the AntiVirus subscription. Clicking in the
Licenses widget provides you with links to other pages, such as System > FortiGuard or
contract renewal pages.

FortiCloud This widget displays FortiCloud status and provides a link to activate FortiCloud.

Administrators This widget allows you to view:
¢ which administrators are logged in and how many sessions are active (a link directs
you to a page displaying active administrator sessions)
¢ all connected administrators and the protocols used by each

Memory Real-time memory usage is displayed for different time frames. Hovering over any point
on the graph displays percentage of memory used along with a timestamp.

Sessions Hovering over the Sessions widget allows you to view memory usage data over time.
Click on the down arrow to change the timeframe displayed.
Security processing unit, or SPU, percentage is displayed if your FortiGate includes an
SPU. Likewise, nTurbo percentage is displayed if supported by your FortiGate.
See the Hardware Acceleration chapter for details.

Bandwidth Hover over the Bandwidth widget to display bandwidth usage data over time. Click on the
down arrow to change the timeframe displayed. Bandwidth is displayed for both incoming
and outgoing traffic.

Virtual Machine The VM widget (shown by default in the dashboard of a FortiOS VM device) includes:
¢ License status and type

¢ CPU allocation usage

¢ License RAM usage

¢ VMX license information (if the VM supports VMX)
If the VM license specifies 'unlimited' the progress bar is blank. If the VM is in evaluation
mode, it is yellow (warning style) and the dashboard shows the number of evaluation days
used.

The following optional widgets are also available:

o FortiView

e Host Scan Summary

o Vulnerabilities Summary
o Botnet Activity

« HA Status

o LogRate

o Session Rate

« Security Fabric Score
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« Advanced Threat Protection Statistics

Interface Bandwidth

Modifying dashboard widget titles

Das

hboard widget titles can be modified so that widgets with different filters applied can be easily differentiated. The

widget has a default title unless you set a new title.

Syntax

con

fig system admin

edit <name>

config gui-dashboard
config widget
edit 9
set type fortiview

set title "test source by bytes"
end

end

end

Feature Visibility

Fea

ture Visibility is used to control which features are visible in the GUI. This allows you to hide features that are not

being used. Some features are also disabled by default and must be enabled in order to configure them through the GUI.

Fea

ture Visibility only alters the visibility of these features, rather than their functionality. For example, disabling web

filtering on the Feature Visibility page does not remove web filtering from the FortiGate, but removes the option of
configuring web filtering from the GUI. Configuration options will still be available using the CLI.

Enabling/disabling features

Fea
GUI

ture Visibility can be found at System > Feature Visibility. Ensure that all features you wish to configure in the
are turned on, and that features you wish to hide are turned off. When you have finished, select Apply.

Security feature presets

The

main security features can be toggled individually, however six system presets (or Feature Sets) are available:

NGFW should be chosen for networks that require application control and protection from external attacks.

ATP should be chosen for networks that require protection from viruses and other external threats.

WF should be chosen for networks that require web filtering.

NGFW + ATP should be chosen for networks that require protection from external threats and attacks.

UTM should be chosen for networks that require protection from external threats and wish to use security features
that control network usage. This is the default setting.

Custom should be chosen for networks that require customization of available features (including the ability to
select all features).
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Tables

Many of the GUI pages contain tables of information that you can filter to display specific information. Administrators with
read and write access can define the filters.

Navigation

Some tables contain information and lists that span multiple pages. Navigation controls appear at the bottom of the
page.

Filters

Filters are used to locate a specific set of information or content within multiple pages. These are especially useful in
locating specific log entries. The specific filtering options vary, depending on the type of information in the log.

To create afilter, select Add Filter at the top of the page. A list of the available fields for filtering will be shown.

Column settings

Column settings are used to select the types of information displayed on a certain page. Some pages have large
amounts of information available and not all content can be displayed on a single screen. Some pages may even contain
content that is irrelevant to you. Using column settings, you can choose to display only relevant content.

To view configure column settings, right-click the header of a column and select the columns you wish to view and
deselect any you wish to hide. After you have finished making your selections, click Apply (you may need to scroll down
the list to do so).

Any changes that you make to the column settings are stored in the unit’s configuration. To return columns to the default
state for any given page, right-click any header and select Reset Table.

Copying objects

In tables containing configuration objects, such as the policy table found at Policy & Objects > IPv4 Policy, you have
the option to copy an object. This allows you to create a copy of that object, which you can then configure as needed.
You can also reverse copy a policy to change the direction of the traffic impacted by that policy.

To copy an object:

1. Select that object, then right-click to make a menu appear and select the Copy option.

2. Right-click the row in the table that is either above or below where you want the copied object to be placed, select
the Paste option and indicate Above or Below.

Reverse cloning works much the same way. Instead of selecting Copy, select Clone Reverse.

Once the policy is copied, you must give it a name, configure as needed, and enable it.

Editing objects

Some tables allow you to edit parts of the configuration directly on the table itself. For example, security features can be
added to an existing firewall policy from the policy list by clicking on the plus sign in the Security Profiles column and
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selecting the desired profiles.

If this option is not immediately available, check to see that the column is not hidden (see Column settings). Otherwise,
you must select the object and open the policy by selecting the Edit option found at the top of the page.

Text strings

The configuration of a FortiGate is stored in the FortiOS configuration database. To change the configuration, you can
use the GUI or CLI to add, delete, or change configuration settings. These changes are stored in the database as you
make them. Individual settings in the configuration database can be text strings, numeric values, selections from a list of
allowed options, or on/off (enable/disable) settings.

Entering text strings (names)

Text strings are used to name entities in the configuration. For example, the name of a firewall address, the name of an
administrative user, and so on. You can enter any character in a FortiGate configuration text string, except the following
characters that present cross-site scripting (XSS) vulnerabilities:

. (double quote)
e ' (single quote)
e < (lessthan)

e > (greaterthan)

Most GUI text string fields make it easy to add an acceptable number of characters and prevent you from adding the XSS
vulnerability characters.

) ! ’, There is a different character limitation for VDOM names and hostnames. The only valid
? characters are numbers (0-9), letters (a-z, A-Z), and special characters - (dash) and _
3 (underscore).

You can also use the t ree command in the CLI to view the number of characters allowed in a name field. For example,
firewall address names can contain up to 64 characters. When you add a firewall address to the GUI, you are limited to
entering 64 characters in the firewall address name field. From the CLI you can enter the following t ree command to
confirm that the firewall address name field allows 64 characters.

config firewall address
tree
-- [address] --*name (64)
|- uuid
| - subnet
|- type
|- start-ip
|- end-ip
|- fgdn (256)
|- country (3)
|- cache-ttl (0,86400)
|- wildcard
| - comment
|- visibility
|- associated-interface (36)
|- color (0,32)
|- [tags] —--*name (65)
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+- allow-routing

The tree command output also shows the number of characters allowed for other firewall address name settings. For
example, the fully qualified domain name (£gdn) field can contain up to 256 characters.

Entering numeric values

Numeric values set various sizes, rates, addresses, and other numeric values (e.g. a static routing priority of 10, a port
number of 8080, an IP address of 10.10.10.1). Numeric values can be entered as a series of digits without spaces or
commas (for example, 10 or 64400), in dotted decimal format (for example the IP address 10.10.10.1) or, as in the case
of MAC or IPv6 addresses, separated by colons (e.g. the MAC address 00:09:0F:B7:37:00). Most numeric values are
standard base 10 numbers, but some fields, such as MAC addresses, require hexadecimal numbers.

Most GUI numeric value fields make it easy to add the acceptable number of digits within the allowed range. CLI help
text includes information about allowed numeric value ranges. Both the GUI and the CLI prevent you from entering
invalid numbers.
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Using the CLI

The command line interface (CLI) is an alternative configuration tool to the GUI or GUI. While the configuration of the
GUI uses a point-and-click method, the CLI requires typing commands or uploading batches of commands from a text
file, like a configuration script.

This section explains common CLI tasks that an administrator performs on a regular basis and includes the topics:

« Connecting to the CLI on page 58
e CLl-only features on page 61

« Command syntax on page 61

¢ Sub-commands on page 65

¢ Permissions on page 68

« Tips on page 68

Connecting to the CLI

You can access the CLI in three ways:

» Local console — Connect your computer directly to the console port of your FortiGate. Local access is required in
some cases:

« If you are installing your FortiGate for the first time and it is not yet configured to connect to your network, you
may only be able to connect to the CLI using a local serial console connection, unless you reconfigure your
computer’s network settings for a peer connection.

» Restoring the firmware utilizes a boot interrupt. Network access to the CLlI is not available until after the boot
process has completed, making local CLI access the only viable option.

o SSH or Telnet access — Connect your computer through any network interface attached to one of the network ports
on your FortiGate. The network interface must have enabled Telnet or SSH administrative access if you connect
using an SSH/Telnet client, or HTTP/HTTPS administrative access if you connect by accessing the CLI Console in
the GUI. The CLI console can be accessed from the upper-right hand corner of the screen and appears as a slide-
out window.

» FortiExplorer for iOS — Use the FortiExplorer app on your iOS device to configure, manage, and monitor your
FortiGate.

Local console

Local console connections to the CLI are formed by directly connecting your management computer or console to the
FortiGate unit, using its DB-9 or RJ-45 console port. To connect to the local console you need:

« A console cable to connect the console port on the FortiGate to a communications port on the computer. Depending
on your device, this is one of:

« null modem cable (DB-9 to DB-9)
« DB-9 to RJ-45 cable (a DB-9-to-USB adapter can be used)
» USB to RJ-45 cable

« A computer with an available communications port

» Terminal emulation software
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To connect to the CLI using a local serial console connection

1. Using the console cable, connect the FortiGate unit’s console port to the serial communications (COM) port on your
management computer.

2. Start a terminal emulation program on the management computer, select the COM port, and use the following

settings:
Bits per second 9600
Data bits 8
Parity None
Stop bits 1
Flow control None

3. Press Enter on the keyboard to connect to the CLI.
4. Logintothe CLI using your username and password (default: admin and no password).
You can now enter CLI commands, including configuring access to the CLI through SSH.

SSH or Telnet access

SSH or Telnet access to the CLI is accomplished by connecting your computer to the FortiGate unit using one of its
RJ-45 network ports. You can either connect directly, using a peer connection between the two, or through any
intermediary network.

Al
‘Q' If you do not want to use an SSH/Telnet client and you have access to the GUI, you can
- alternatively access the CLI through the network using the CLI Console widget in the GUI.

You must enable SSH and/or Telnet on the network interface associated with that physical network port. If your
computer is not connected directly or through a switch, you must also configure the FortiGate unit with a static route to a
router that can forward packets from the FortiGate unit to your computer. You can do this using either a local console
connection or the GUI.

Requirements

« A computer with an available serial communications (COM) port and RJ-45 port
« Terminal emulation software such as HyperTerminal for Microsoft Windows

« The console cable

» Anetwork cable

Prior configuration of the operating mode, network interface, and static route.

To enable SSH or Telnet access to the CLI using a local console connection

1. Using the network cable, connect the FortiGate unit’'s network port either directly to your computer’s network port, or
to a network through which your computer can reach the FortiGate unit.

2. Note the number of the physical network port.
3. Using alocal console connection, connect and log into the CLI.
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Enter the following command:

config system interface
edit <interface str>
set allowaccess <protocols list>
end

where:

» <interface str> isthe name of the network interface associated with the physical network port and
containing its number, such as port1.

» <protocols_list>isthe complete, space-delimited list of permitted administrative access protocols, such
ashttps ssh telnet.

To confirm the configuration, enter the command to display the network interface’s settings:

show system interface <interface str>

The CLI displays the settings, including the allowed administrative access protocols, for the network interfaces.

Connecting using SSH

Once the FortiGate unit is configured to accept SSH connections, you can use an SSH client on your management
computer to connect to the CLI.

Secure Shell (SSH) provides both secure authentication and secure communications to the CLI. FortiGate units support
3DES and Blowfish encryption algorithms for SSH.

Before you can connect to the CLI using SSH, you must first configure a network interface to accept SSH connections.
The following procedure uses PuTTY. Steps may vary with other SSH clients.

To connect to the CLI using SSH

1.
2,

On your management computer, start an SSH client.

In Host Name (or IP address), enter the IP address of a network interface on which you have enabled SSH
administrative access.

Set Portto 22.

For the Connection type, select SSH.

Select Open. The SSH client connects to the FortiGate unit.

The SSH client may display a warning if this is the first time you are connecting to the FortiGate unit and its SSH key
is not yet recognized by your SSH client, or if you have previously connected to the FortiGate unit but used a
different IP address or SSH key. This is normal if your management computer is directly connected to the FortiGate
unit with no network hosts between them.

Click Yes to verify the fingerprint and accept the FortiGate unit's SSH key. You will not be able to log in until you
have accepted the key.

The CLI displays a login prompt.

Type a valid administrator account name (such as admin) and press Enter.

Type the password for this administrator account and press Enter.

The FortiGate unit displays a command prompt (its hostname followed by a #). You can now enter CLI commands.

If three incorrect login or password attempts occur in a row, you will be disconnected. If this
occurs, wait one minute, then reconnect to attempt the login again.
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Connecting using Telnet

Once the FortiGate unit is configured to accept Telnet connections, you can use a Telnet client on your management
computer to connect to the CLI.

Telnet is not a secure access method. SSH should be used to access the CLI from the Internet
or any other untrusted network.
Before you can connect to the CLI using Telnet, you must first configure a network interface to accept Telnet
connections.

To connect to the CLI using Telnet

On your management computer, start a Telnet client.
Connect to a FortiGate network interface on which you have enabled Telnet.
Type a valid administrator account name (such as admin) and press Enter.

Type the password for this administrator account and press Enter. The FortiGate unit displays a command prompt
(its hostname followed by a #). You can now enter CLI commands.

If three incorrect login or password attempts occur in a row, you will be disconnected. If this
occurs, wait one minute, then reconnect to attempt the login again.

o bd-=

CLI-only features

As you can see in the Feature / Platform Matrix, the entry level models have a number of features that are only available
using the CLI, rather than appearing in the GUI.

You can open the CLI console so that it automatically opens to the object you wish to configure. For example, to edit a
firewall policy, right-click on the policy in the policy list (Policy & Objects > IPv4 Policy) and select Edit in CLI. The
CLI console will appear, with the commands to access this part of the configuration added automatically.

Once you have access to the CLI, you can enter instructions for specific tasks that can be found throughout the FortiOS

Handbook. Options are also available at the top of the CLI Console to Clear console, Download, and Copy to
clipboard.

Refer to the CLI Reference for a list of the available commands.

Command syntax

When entering a command, the CLI console requires that you use valid syntax and conform to expected input
constraints. It will reject invalid commands.

Fortinet documentation uses the conventions below to describe valid command syntax.
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Terminology

Each command line consists of a command word that is usually followed by configuration data or other specific item that
the command uses or affects.

To describe the function of each word in the command line, especially if that nature has changed between firmware
versions, Fortinet uses terms with the following definitions.

Command syntax terminology

 Command — A word that begins the command line and indicates an action that the FortiGate should perform on a
part of the configuration or host on the network, such as config or execute. Together with other words, such as
fields or values, that end when you press the Enter key, it forms a command line. Exceptions include multiline
command lines, which can be entered using an escape sequence. Valid command lines must be unambiguous if
abbreviated. Optional words or other command line permutations are indicated by syntax notation.

o Sub-command — A config sub-command that is available only when nested within the scope of another
command. After entering a command, its applicable sub-commands are available to you until you exit the scope of
the command, or until you descend an additional level into another sub-command. Indentation is used to indicate
levels of nested commands.Not all top-level commands have sub-commands. Available sub-commands vary by
their containing scope.

« Object — A part of the configuration that contains tables and /or fields. Valid command lines must be specific
enough to indicate an individual object.

» Table — A set of fields that is one of possibly multiple similar sets which each have a name or number, such as an
administrator account, policy, or network interface. These named or numbered sets are sometimes referenced by
other parts of the configuration that use them.

» Field — The name of a setting, such as ip or hostname. Fields in some tables must be configured with values.
Failure to configure a required field will result in an invalid object configuration error message, and the FortiGate will
discard the invalid table.

o Value — A number, letter, IP address, or other type of input that is usually your configuration setting held by a field.
Some commands, however, require multiple input values which may not be named but are simply entered in
sequential order in the same command line. Valid input types are indicated by constraint notation.

o Option — A kind of value that must be one or more words from of a fixed set of options.

Indentation

Indentation indicates levels of nested commands, which indicate what other sub-commands are available from within the
scope. The “next” and “end” lines are used to maintain a hierarchy and flow to CLI commands, especially helping to
distinguish those commands with extensive sub-commands.

The "next" line is entered at the same indentation-level as the previous “edit”, to mark where you would like to finish
that table entry and move on to the next table entry; doing so will not mean that you have “left” that sub-command.

next

Below is an example command, with a sub-command of entries:

FortiOS Handbook Fortinet Technologies Inc.



Getting started 63

config dlp filepattern
edit <1>
set name <name>
set comment [comment]
config entries
edit <2>
set filter-type {pattern | type}
next

|<—

After entering settings for <2> and entering next, the <2> table entry has been saved, and you be set back one level of
indentation so you can continue to create more entries (if you wish).

This hierarchy is best indicated in the CLI console, as the example below is what displays in the console after entering
next.

FGTEOELQZ23456789 |{entries)| #

Al
‘Q' To go-back up an indentation-level from this point on (i.e. to finish configuring the entries
- sub-command), you cannot enter next; you must enter end.

end

Below is the same command and sub-command, except end has been entered instead of next after the sub-command:

config dlp filepattern
edit <1>
set name <name>
set comment [comment]
config entries
edit <2>

set filter-type {pattern | type}

end

|<—

Entering end will save the <2> table entry, but bring you out of the sub-command entirely; in this example, you would
enter this when you don’t wish to continue creating new entries.

Again, your hierarchy is best indicated by the CLI console. Below is what displays in the console after entering end:

FGTEOEL1Q23456789 [(1)| #
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Notation

64

Brackets, braces, and pipes are used to denote valid permutations of the syntax. Constraint notations, such as
<address_ipv4>, indicate which data types or string patterns are acceptable value input.

All syntax uses the following conventions:

Convention Description

Square brackets [ ]

Curly braces { }

Mutually exclusive options -
delimited by vertical bars |

Non-mutually exclusive
options - delimited by spaces

Angle brackets < >

FortiOS Handbook

An optional word or series of words. For example:

[verbose {1 | 2 | 3}]

indicates that you may either omit or type both the word verbose and its
accompanying option/s, such as verbose 3.

See Optional values and ranges below for more information.

A word or series of words that is constrained to a set of options delimited by either
vertical bars or spaces. You must enter at least one of the options, unless the set
of options is surrounded by square brackets [ ].

Both mutually and non-mutually exclusive commands will use curly braces, as
they provide multiple options, however mutually exclusive commands will divide
each option with a pipe. This indicates that you are permitted to enter one option
or the other:

{enable | disable}

Non-mutually exclusive commands do not use pipes to divide their options. In
those circumstances, multiple options can be entered at once, as long as they are
entered with a space separating each option:

{http https ping snmp ssh telnet}

A word constrained by data type. The angled brackets contain a descriptive name
followed by an underscore ( _ ) and suffix that indicates the valid data type. For
example, <retries_ int>, indicates that you should enter a number of retries
as an integer.

Data types include:

* <xxx_name>: A name referring to another part of the configuration, such as
policy A.

* <xxx_index>:Anindex number referring to another part of the
configuration, such as 0 for the first static route.

* <xxx_ pattern>:Aregular expression or word with wild cards that matches
possible variations, such as *@example . com to match all email addresses
ending in @example. com.

* <xxx_fqgdn>: Afully qualified domain name (FQDN), such as
mail.example.com.

* <xxx_ email>:Anemail address, such as admin@example.com

* <xxx_ipv4>:An|Pv4 address, suchas192.168.1.99.

* <xxx_ vémask>: A dotted decimal IPv4 netmask, suchas 255.255.255.0.

* <xxx_ ipv4mask>: A dotted decimal IPv4 address and netmask separated
by aspace, suchas 192.168.1.99 255.255.255.0.

* <xxx_ ipv4/mask>: Adotted decimal IPv4 address and CIDR-notation

Fortinet Technologies Inc.



Getting started 65

Convention Description

netmask separated by a slash, suchas 192.168.1.1/24

* <xxx_ipvé4range> :Ahyphen (- )-delimited inclusive range of IPv4
addresses, suchas 192.168.1.1-192.168.1.255.

* <xxx_ipve>: Acolon( : )-delimited hexadecimal IPv6 address, such as
3f2e:6a8b:78a3:0d82:1725:6a2f:0370:6234.

» <xxx_v6mask>: An IPv6 netmask, such as / 96.

* <xxx ipvémask>:A dotted decimal IPv6 address and netmask separated
by a space.

* <xxx_str>:Astring of characters that is not another data type, such as
P@ssw0rd. Strings containing spaces or special characters must be
surrounded in quotes or use escape sequences.

* <xxx_int>:Aninteger number that represents a metric, ninutes int for
the number of minutes.

Optional values and ranges

Any field that is optional will use square-brackets, such as set comment. This is because it doesn’t matter whether it's
set or not. The overall config command will still successfully be taken.

Another example of where square-brackets would be used is to show that multiple options can be set, even intermixed
with ranges. The example below shows a field that can be set to either a specific value or range, or multiple instances:

config firewall service custom
set iprange <rangel> [<range2> <range3> ...]
end

Sub-commands

Each command line consists of a command word that is usually followed by configuration data or other specific item that
the command uses or affects:

get system admin

Sub-commands are available from within the scope of some commands. When you enter a sub-command level, the
command prompt changes to indicate the name of the current command scope. For example, after entering:

config system admin
the command prompt becomes:
(admin) #

Applicable sub-commands are available to you until you exit the scope of the command, or until you descend an
additional level into another sub-command.

For example, the edit sub-command is available only within a command that affects tables; the next sub-command is
available only from within the edi t sub-command:

config system interface
edit portl
set status up
next
end
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Sub-command scope is indicated by indentation.

Available sub-commands vary by command. From a command prompt within config, two types of sub-commands

might become available:

« commands affecting fields
« commands affecting tables

Commands for tables

clone <table>

delete <table>

edit <table>

end

get

purge

FortiOS Handbook

Clone (or make a copy of) a table from the current object.

Forexample, in config firewall policy, you could enter the following
command to clone security policy 27 to create security policy 30:

clone 27 to 30

Inconfig antivirus profile, you could enter the following command to
clone an antivirus profile named av pro 1 to create a new antivirus profile
named av_pro_2: - -

clone av _pro 1 to av _pro 2

clone may not be available for all tables.

Remove a table from the current object.

Forexample, in config system admin, you could delete an administrator
account named newadmin by typing delete newadmin and pressing Enter.
This deletes newadmin and all its fields, such as newadmin’s first-name and
email-address.

delete is only available within objects containing tables.

Create or edit a table in the current object.
Forexample, in config system admin:
« edit the settings for the default admin administrator account by typing edit
admin.
¢ add a new administrator account with the name newadmin and edit
newadmin's settings by typing edit newadmin.
edit is an interactive sub-command: further sub-commands are available from
within edit.
edit changes the prompt to reflect the table you are currently editing.
edit is only available within objects containing tables.
In objects such as security policies, <table> is a sequence number. To create a
new entry without the risk of overwriting an existing one, enteredit 0. The CLI
initially confirms the creation of entry 0, but assigns the next unused number after
you finish editing and enter end.

Save the changes to the current object and exit the config command. This
returns you to the top-level command prompt.

List the configuration of the current object or table. In objects, get lists the table
names (if present), or fields and their values. In a table, get lists the fields and
their values.For more information on get commands, see the CLI Reference.

Remove all tables in the current object.For example, in config user local,
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rename <table> to <table>

show

67

you could type get to see the list of user names, then type purge and then y to
confirm that you want to delete all users.purge is only available for objects
containing tables.Caution: Back up the FortiGate before performing a purge.
purge cannot be undone. To restore purged tables, the configuration must be
restored from a backup.Caution: Do not purge system interfaceOr system
admin tables. purge does not provide default tables. This can result in being
unable to connect or log in, requiring the FortiGate to be formatted and restored.

Rename a table.For example, in config system admin, you could rename
admin3 to fwadmin by typing rename admin3 to fwadmin.rename isonly
available within objects containing tables.

Display changes to the default configuration. Changes are listed in the form of
configuration commands.

Example of table commands

From within the system admin object, you might enter:

edit admin 1

The CLI acknowledges the new table, and changes the command prompt to show that you are now within the admin_1

table:

new entry 'admin 1' added

(admin 1) #

Commands for fields

abort
append

end

get

move

next

select

FortiOS Handbook

Exit both the edit and/or config commands without saving the fields.
Add an option to an existing list.

Save the changes made to the current table or object fields, and exit the config
command (to exit without saving, use abort instead).

List the configuration of the current object or table.
¢ Inobjects, get lists the table names (if present), or fields and their values.
* Inatable, get lists the fields and their values.

Move an object within a list, when list order is important. For example, rearranging
security policies within the policy list.

Save the changes you have made in the current table’s fields, and exitthe edit
command to the object prompt (to save and exit completely to the root prompt,
use end instead).

next is useful when you want to create or edit several tables in the same object,
without leaving and re-entering the con fig command each time.

next is only available from a table prompt; it is not available from an object
prompt.

Clear all options except for those specified.
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For example, if a group contains members A, B, C, and D and you remove all
users except for B, use the command select member B.
set <field> <value> Set afield’s value.

For example, in config system admin, aftertypingedit admin, you could
type set password newpass to change the password of the admin
administrator to newpass.

Note: When using set to change a field containing a space-delimited list, type
the whole new list. For example, set <field> <new-value> will replace the
list with the <new-value> rather than appending <new-value> to the list.

show Display changes to the default configuration. Changes are listed in the form of
configuration commands.

unselect Remove an option from an existing list.

unset <field> Reset the table or object’s fields to default values.

For example, in config system admin, aftertypingedit admin, typing
unset password resets the password of the admin administrator account to
the default (in this case, no password).

Example of field commands

To assign the value mylstExamplePassword to the password field, enter the following command from within the
admin_1 table:

set password mylstExamplePassword

Next, to save the changes and edit the next administrator's table, enter the next command.

Permissions

Access profiles control which CLI commands an administrator account can access. Access profiles assign either read,
write, or no access to each area of FortiOS. To view configurations, you must have read access. To make changes, you
must have write access. So, depending on the account used to log in to the FortiGate, you may not have complete
access to all CLI commands. For complete access to all commands, you must log in with an administrator account that
has the super admin access profile. By default the admin administrator account has the super admin access profile.

Administrator accounts, with the super admin access profile are similar to a root administrator account that always has
full permission to view and change all FortiGate configuration options, including viewing and changing all other
administrator accounts and including changing other administrator account passwords.

Increasing the security of administrator accounts

Set strong passwords for all administrator accounts (including the admin account) and change passwords regularly.

For more information about increasing the security of administrator accounts, see System administrator best practices.
Tips
Basic features and characteristics of the CLI environment provide support and ease of use for many CLI tasks.
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Help

To display brief help during command entry, press the question mark (?) key.
« Press the question mark (?) key at the command prompt to display a list of the commands available and a
description of each command.

« Type a word or part of a word, then press the question mark (?) key to display a list of valid word completions or
subsequent words, and to display a description of each.

Shortcuts and key commands

Keys Action

? List valid word completions or subsequent words.
If multiple words could complete your entry, display all possible completions with
helpful descriptions of each.

Tab Complete the word with the next available match.
Press the Tab key multiple times to cycle through available matches.

Up arrow, or Ctrl + P Recall the previous command.
Command memory is limited to the current session.

Down arrow, or Ctrl + N Recall the next command.

Left or Right arrow Move the cursor left or right within the command line.

Ctrl + A Move the cursor to the beginning of the command line.

Ctrl+ E Move the cursor to the end of the command line.

Ctri+B Move the cursor backwards one word.

Ctri +F Move the cursor forwards one word.

Ctrl+D Delete the current character.

Ctrl+C Abort current interactive commands, such as when entering multiple lines.

If you are not currently within an interactive command such as configoredit,
this closes the CLI connection.

\ then Enter Continue typing a command on the next line for a multiline command.

For each line that you want to continue, terminate it with a backslash (\). To
complete the command line, terminate it by pressing the spacebar and then the
Enter key, without an immediately preceding backslash.

Command abbreviation

You can abbreviate words in the command line to their smallest number of non-ambiguous characters.

For example, the command get system status could be abbreviatedtog sy stat.
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Adding and removing options from lists

When adding options to a list, such as a user group, using the set command will remove the previous configuration. For
example, if you wish to add user D to a user group that already contains members A, B, and C, the command would need
tobe set member A B C D.Ifonly set member D was used, then all former members would be removed from the

group.

However, there are additional commands which can be used instead of set for changing options in a list.
Additional commands for lists

append Add an option to an existing list.

For example, append member would add user D to a user group while all
previous group members are retained

Clear all options except for those specified.

select
For example, if a group contains members A, B, C, and D and you remove all
users except for B, use the command select member B.

unselect Remove an option from an existing list.

For example, unselect member A would remove member A from a group will
all previous group members are retained.

Environment variables
The CLI supports the following environment variables. Variable names are case-sensitive.
Environment variables

$USERFROM The management access type (ssh, telnet, jsconsole forthe CLI Console
widget in the GUI, and so on) and the IP address of the administrator that
configured the item.

$USERNAME The account name of the administrator that configured the item.

$SerialNum The serial number of the FortiGate unit.

For example, the FortiGate unit’s host name can be set to its serial number:

config system global
set hostname $SeriallNum
end

Special characters

The following special characters, also known as reserved characters, are not permitted in most CLI fields: <, >, (, ), #, ',
and ". You may be able to enter special characters as part of a string’s value by using a special command, enclosing it in
quotes, or preceding it with an escape sequence — in this case, a backslash (\) character.
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In other cases, different keystrokes are required to input a special character. If you need to enter ? as part of config, you
first need to input CTRL-V. If you enter ? without first using CTRL-V, the question mark has a different meaning in the
CLI; it will show available command options in that section.

For example, if you enter ? without CTRL-V:

edit "*.xe
token line: Unmatched double quote.

If you enter ? with CTRL-V:

edit "*.xe?"
new entry '*.xe?' added

Entering special characters

? Ctrl +V then ?
Tab Ctrl + V then Tab
Space Enclose the string in quotation marks: "Security

(to be interpreted as part of a string value, not Administrator”
to end the string) Enclose the string in single quotes: 'Security Administrator'.

Precede the space with a backslash: Security\ Administrator.

L] \|
(to be interpreted as part of a string value, not

to end the string)

n \Il
(to be interpreted as part of a string value, not

to end the string)

\ \\

Using grep to filter get and show command output

In many cases, the get and show (and diagnose) commands may produce a large amount of output. If you are looking
for specific information in a large get or show command output, you can use the grep command to filter the output to
only display what you are looking for. The grep command is based on the standard UNIX grep, used for searching text
output based on regular expressions.

Use the following command to display the MAC address of the FortiGate unit internal interface:

get hardware nic internal | grep Current HWaddr
Current HWaddr 00:09:0f:cb:c2:75

Use the following command to display all TCP sessions in the session list and include the session list line number in the
output:

get system session list | grep -n tcp

Use the following command to display all lines in HTTP replacement message commands that contain URL (upper or
lower case):

show system replacemsg http | grep -i url
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There are three additional options that can be applied to grep:

-A <num> After
-B <num> Before
-C <num> Context

The option - £ is also available to support contextual output, in order to show the complete configuration. The following
example shows the difference in output when - £ option is used versus when it is not.

Using -f:

show | grep -f ldap-groupl
config user group
edit "ldap-groupl"
set member "pc40-LDAP"
next
end
config firewall policy
edit 2
set srcintf "port31"
set dstintf "port32"
set srcaddr "all"
set action accept
set identity-based enable
set nat enable
config identity-based-policy
edit 1
set schedule "always"
set groups "ldap-groupl"
set dstaddr "all"
set service "ALL"
next
end
next
end

Without using -f:

show | grep ldap-groupl
edit "ldap-groupl"
set groups "ldap-groupl"

Language support and regular expressions

Characters such as fi, é, symbols, and ideographs are sometimes acceptable input. Support varies by the nature of the
item being configured. CLI commands, objects, field names, and options must use their exact ASCII characters, but
some items with arbitrary names or values may be input using your language of choice. To use other languages in those
cases, you must use the correct encoding.

Input is stored using Unicode UTF-8 encoding but is not normalized from other encodings into UTF-8 before it is stored.
If your input method encodes some characters differently than in UTF-8, your configured items may not display or
operate as expected.
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Regular expressions are especially impacted. Matching uses the UTF-8 character values. If you enter a regular
expression using another encoding, or if an HTTP client sends a request in an encoding other than UTF-8, matches may
not be what you expect.

For example, with Shift-JIS, backslashes (\ ) could be inadvertently interpreted as the symbol for the Japanese yen (¥ )
and vice versa. A regular expression intended to match HTTP requests containing money values with a yen symbol
therefore may not work it if the symbol is entered using the wrong encoding.

For best results, you should:

» use UTF-8 encoding, or

« use only the characters whose numerically encoded values are the same in UTF-8, such as the US-ASCII
characters that are also encoded using the same values in ISO 8859-1, Windows code page 1252, Shift-JIS and
other encodings, or

« forregular expressions that must match HTTP requests, use the same encoding as your HTTP clients.

HTTP clients may send requests in encodings other than UTF-8. Encodings usually vary by
the client’s operating system or input language. If you cannot predict the client’s encoding, you
N - /, may only be able to match any parts of the request that are in English, because regardless of
q the encoding, the values for English characters tend to be encoded identically. For example,
- English words may be legible regardless of interpreting a web page as either ISO 8859-1 or as
GB2312, whereas simplified Chinese characters might only be legible if the page is interpreted
as GB2312.

If you configure your FortiGate unit using other encodings, you may need to switch language settings on your
management computer, including for your web browser or Telnet/SSH client. For instructions on how to configure your
management computer’s operating system language, locale, or input method, see its documentation.

If you choose to configure parts of the FortiGate unit using non-ASCII characters, verify that all systems interacting with
the FortiGate unit also support the same encodings. You should also use the same encoding throughout the
configuration if possible in order to avoid needing to switch the language settings of the GUI and your web browser or
Telnet/SSH client while you work.

Similarly to input, your web browser or CLI client should normally interpret display output as encoded using UTF-8. If it
does not, your configured items may not display correctly in the GUI or CLI. Exceptions include items such as regular
expressions that you may have configured using other encodings in order to match the encoding of HTTP requests that
the FortiGate unit receives.

To enter non-ASCII characters in the CLI console:

On your management computer, start your web browser and go to the URL for the FortiGate unit's GUI.
Configure your web browser to interpret the page as UTF-8 encoded.

Log in to the FortiGate unit.

Open the CLI Console from the upper right-hand corner.

In the title bar of the CLI Console widget, click Edit (the pencil icon).

Enable Use external command input box and select OK.

The Command field appears below the usual input and display area of the CLI Console .

8. Type a command in this field and press Enter.

No ook obdb-=

In the display area, the CLI Console widget displays your previous command interpreted into its character code
equivalent, such as:

edit \743\601\613\743\601\652
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and the command’s output.

To enter non-ASCII characters in a Telnet/SSH client

1. Onyour management computer, start your Telnet or SSH client.
2. Configure your Telnet or SSH client to send and receive characters using UTF-8 encoding.

Support for sending and receiving international characters varies by each Telnet/SSH client. Consult the
documentation for your Telnet/SSH client.

3. Loginto the FortiGate unit.
4. Atthe command prompt, type your command and press Enter.
You may need to surround words that use encoded characters with single quotes ().

Depending on your Telnet/SSH client’s support for your language’s input methods and for sending international
characters, you may need to interpret them into character codes before pressing Enter.

For example, you might need to enter:
edit '\743\601\613\743\601\652"
5. The CLlI displays your previous command and its output.

Screen paging

You can configure the CLI to pause after displaying each page’s worth of text when displaying multiple pages of output.
When the display pauses, the last line displays --More--. You can then either:

» press the spacebar to display the next page.
 type Qto truncate the output and return to the command prompt.

This may be useful when displaying lengthy output, such as the list of possible matching commands for command
completion, or a long list of settings. Rather than scrolling through or possibly exceeding the buffer of your terminal
emulator, you can simply display one page at a time.

To configure the CLI Console to pause display when the screen is full:

config system console
set output more
end

Baud rate

You can change the default baud rate of the local console connection.

To change the baud rate enter the following commands:

config system console
set baudrate {9600 | 19200 | 38400 | 57600 | 115200}
end

Editing the configuration file on an external host

You can edit the FortiGate configuration on an external host by first backing up the configuration file to a TFTP server.
Then edit the configuration file and restore it to the FortiGate unit.
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Editing the configuration on an external host can be timesaving if you have many changes to make, especially if your
plain text editor provides advanced features such as batch changes.

To edit the configuration on your computer:

1. Useexecute backup to download the configuration file to a TFTP server, such as your management computer.
2. Edit the configuration file using a plain text editor that supports Unix-style line endings.

Do not edit the first line. The first line(s) of the configuration file (preceded by a # character)
contains information about the firmware version and FortiGate model. If you change the

model number, the FortiGate unit will reject the configuration file when you attempt to
restore it.

3. Use execute restore to upload the modified configuration file back to your FortiGate.
The FortiGate downloads the configuration file and checks that the model information is correct. If it is correct, the
FortiGate unit loads the configuration file and checks each command for errors. If a command is invalid, the
FortiGate unit ignores the command. If the configuration file is valid, the FortiGate unit restarts and loads the new
configuration.
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FortiExplorer for iOS

FortiExplorer for iOS is a user-friendly application that helps you to quickly and easily configure, manage, and monitor
FortiGate appliances using an iOS device. FortiExplorer lets you rapidly provision, deploy, and monitor Security Fabric
components including FortiGate, FortiWiFi, and FortiAP devices.
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FortiExplorer for iOS requires iOS 9.3 or later and is compatible with iPhone, iPad, and iPod Touch. Itis supported by
FortiOS 5.6+ and is only available on the App Store for iOS devices.

Advanced features are available with the purchase of FortiExplorer Pro. Paid features include the ability to add more
than two devices and the ability to download firmware images from FortiCare.

Up to six members can use this app with 'Family Sharing' enabled in the App Store.

Ay
‘9' Firmware upload requires a valid firmware license. Users can download firmware for models
with a valid support contract.

Getting started with FortiExplorer

If your FortiGate is accessible on the wireless network, you can connect to it using FortiExplorer provided that your
iOS device is on the same network (see Connecting FortiExplorer to a FortiGate via WiFi). Otherwise, you will need to
physically connect your iOS device to the FortiGate using a USB cable (see below).

Connecting FortiExplorer to a FortiGate via USB

For the purpose of this document, we assume that you are just getting started; you do not have access to the FortiGate
over the wireless network, and the FortiGate is in its factory configuration.

1. Connect your iOS device to your FortiGate’s USB management port.If prompted on your iOS device, Trust this
‘computer'.
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Open the FortiExplorer app and select your FortiGate from the list under USB Attached Device.
On the Login screen, select USB.

Enter the default Username (admin) and leave the Password field blank.

You can opt to Remember Password. Tap Done when you are ready.

FortiExplorer opens the FortiGate management interface to the Device Status page:

I
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7. Goto Network > Interfaces and configure the WAN interface(s).In the example, the wan1 interface Address mode
is set to DHCP by default. Set it to Manual and enter its Address, Netmask, and Default Gateway, and then Apply

your changes.
iPad = 11:10 AM 100% 0 +
FGT90D32Z14017052 Apply wan Discard
Disconnect | | - | Manual
Device Status Address 172.25.176.56
Netmask 255.255.255.0
Configuration Default Gateway 172.25.176.2
Firmware
NETWORK

Interfaces

Static Routes

8. (Optional) Configure Administrative Access to allow HTTP and HTTPS access. This will allow administrators to
access the FortiGate GUI using a web browser.
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9. Go to Network > Interfaces and configure the local network (internal) interface.Set the Address mode as before
and configure Administrative Access if desired.

10. Configure a DHCP Server for the internal network subnet.
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11. Return to the internal interface using the < button at the top of the screen.
12. Go to Network > Static Routes and configure the static route to the gateway.
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13. Goto Policy & Objects > IPv4 Policy and edit the Internet access policy. As a best practice, provide a Name for
the policy, enable the desired Security Profiles, and configure Logging Options. Select OK to finalize.
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Running a Security Fabric Rating

The FortiGate is now configured in a very basic state. Once you've configured the other potential elements of your
network, such as other Interfaces, Schedules, or Managed FortiAPs, it is recommended that you run a Security
Fabric Rating to identify potential vulnerabilities and highlight best practices that could be used to improve your
network’s overall security and performance.

Go to Security Fabric > Security Rating and follow the steps to determine a Security Score for the selected device(s).
The results should identify issues ranging from Medium to Critical importance, and may provide recommended actions
where possible.
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Connecting FortiExplorer to a FortiGate via WiFi

If your FortiGate is accessible on the wireless network, you can connect to it using FortiExplorer provided that your
iOS device is on the same network. Assuming this is the case:
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1. Open the FortiExplorer app and select Add from the Devices page.
2. Enter the Host information and appropriate Username and Password credentials. If necessary, change the default
Port number, and opt to Remember Password.
iPad 12:53 PM 100% )

Cancel Login Done

Host 172.25.176.56
Port

Username admin
Password
Remember Password

3. Ifthe FortiGate device identity cannot be verified, click Connect at the prompt. FortiExplorer opens the FortiGate
management interface to the Device Status page.

Upgrading to FortiExplorer Pro

Paid features provided with the purchase of FortiExplorer Pro include the ability to add more than two devices and the
ability to download firmware images from FortiCare.

To upgrade to FortiExplorer Pro, open the FortiExplorer app, go to Settings and select Upgrade to FortiExplorer Pro.
Follow the on-screen prompts.
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LED specifications

The following section includes information regarding FortiGate LED status indicators.

o Sample FortiGate faceplates
o LED status codes

o About alarm levels

o LED status codes for ports

Sample FortiGate faceplates
The faceplates indicate where the LEDs are typically found on desktop and mid-range FortiGate models.

FortiGate 60C

==*RTINET.

FortiGate 60C

Powe: o .................
Status Ethernet Ports

High Availability

FortiGate 100D

Alarm
Status :

||| FsRTINET. - slr =R Sl o e = e e e = I -

FortiGate 100D .-—‘.'

E—— LY. .

Power : :
Ethernet Ports SFP Ports
High Availability
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FortiGate 30E
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Ethernet Ports

Alarm
High Availability

LED status codes

For more information about alarms, see About Alarm Levels.

LABEL STATE MEANING
PWR Green Power is on.
Off Power is off.
STA Green Normal status.
Flashing Green Booting up. If the FortiGate has a reset button, this could also means that

the reset button was used.

Red The FortiGate has a critical alarm.
ALARM Off No alarms or the FortiGate has a minor alarm.

Amber The FortiGate has a major alarm.

Red The FortiGate has a critical alarm. The status LED will also be red.
HA Green FortiGate is operating in an FGCP HA cluster.

Red A failover has occurred. The failover operation feature is not available in all

models.

Off HA not configured.
WIFI Green Wireless port is active.

Flashing Green Wireless interface is transmitting and receiving data.

Off Wireless interface is down.

About alarm levels

Minor, major, and critical alarms are defined based on IPMI, ATCA, and Telco standards for naming alarms.

o A minor alarm (also called an IPMI non-critical (NC) alarm) indicates a temperature or a power level outside of the
normal operating range that is not considered a problem. In the case of a minor temperature alarm, the system
could respond by increasing fan speed. A non-critical threshold can be an upper non-critical (UNC) threshold (for
example, a high temperature or a high power level) or a lower non-critical (LNC) threshold (for example, a low power
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level). The LEDs do not indicate minor alarms since user intervention is not required.

« A major alarm (also called an IPMI critical or critical recoverable (CR) alarm) indicates that the system itself cannot
correct the cause for the alarm and that intervention is required. For example, the cooling system cannot provide
enough cooling to reduce the temperature. It could also mean that conditions (e.g. temperature) are approaching
the outside limit of the allowed operating range. A critical threshold can also be an upper critical (UC) threshold (e.g.
a high temperature or a high power level) or a lower critical (LC) threshold (e.g. a low power level).

o Acritical alarm (also called an IPMI non-recoverable (NR) alarm) indicates detection of a temperature or power level
that is outside of the allowed operating range and could potentially cause physical damage.

LED status codes for ports

TYPE OF PORT STATE MEANING
Ethernet Ports Link Green Connected.
I Activity On FortiGate models with front-facing ports, this LED is to the left of

the port. On FortiGate models with ports at the back of the device, this
LED is in the upper row.

Flashing Green Transmitting and receiving data.
Off No link established.
SFP Ports Green Connected.
Flashing Green Transmitting and receiving data.
Off No link established.
Ethernet Ports Green Connected at 1Gbps.
Speed On FortiGate models with front-facing ports, this LED is to the right of

the port. On FortiGate models with ports at the back of the device, this
LED is in the lower row.

Amber Connected at 100Mbps.

Off Not connected or connected at 10Mbps.
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Inspection mode

To control your FortiGate's security profile inspection mode in FortiOS 6.0, you can select Flow-based or Proxy
inspection modes from System > Settings. Having control over flow and proxy mode is helpful if you want to ensure that
only flow inspection mode is used.

In most cases proxy mode is preferred because more security profile features are available along with more
configuration options for these individual features. Some implementations, however, may require all security profile
scanning to only use flow mode. In this case, you can set your FortiGate to flow mode knowing that proxy mode
inspection will not be used.

Setting up the FortiGate to operate in these new modes (or to operate in the other available operating modes) involves
going to System > Settings and changing the Inspection Mode and NGFW Mode.

NGFW mode simplifies applying application control and web filtering to traffic by allowing you to add applications and
web filtering profiles directly to policies.

Transparent proxy allows you to apply web authentication to HTTP traffic without using the explicit proxy.

Changing inspection and policy modes

To change inspection modes, go to System > Settings. You can select Flow-based or Proxy inspection modes.

NGFW mode

When you select Flow-based as the Inspection Mode, you have the option to select an NGFW Mode. In NGFW
Profile-based mode, you configure Application Control and Web-Filtering profiles in Security Profiles and then apply
them to a policy.

In Policy-based mode, you add applications and web filtering profiles directly to a policy without having to first create
and configure Application Control or Web Filtering profiles.

When you change to Flow-based inspection, all proxy mode profiles are converted to flow mode, and proxy settings are
removed. In addition, proxy-mode only features (for example, Web Application Profile) are removed from the GUI.

If your FortiGate has multiple VDOMs, you can set the inspection mode independently for each VDOM. Go to System
> VDOM. Click Edit for the VDOM you want to change and select the Inspection Mode.

CLI syntax

You can use the following CLI command to configure NGFW mode:

config system settings
set inspection-mode flow
set ngfw-mode {profile-based | policy-based}
set ssl-ssh-profile "certificate-inspection"
end

FortiOS Handbook Fortinet Technologies Inc.



Getting started 91

Security profile features mapped to inspection mode

The table below lists FortiOS security profile features and shows whether they are available in flow-based or proxy-
based inspection modes.

Security Profile Feature Flow-based inspection Proxy-based inspection
AntiVirus X o
Web Filter X X
DNS Filter X X
Application Control X X
Intrusion Protection X X
Anti-Spam X
Data Leak Protection X
VolP X X
ICAP X
Web Application Firewall X
FortiClient Profiles X X
Proxy Options X X
SSL Inspection X X
SSH Inspection X
Web Rating Overrides X X
Web Profile Overrides X

From the GUI, you can only configure antivirus and web filter security profiles in proxy mode. From the CLI, you can
configure flow-based antivirus profiles, web filter profiles, and DLP profiles and they will appear on the GUI and include
their inspection mode setting. Flow-based profiles created when in flow mode are still available when you switch to proxy
mode.

In flow mode, antivirus and web filter profiles only include flow-mode features. Web filtering and virus scanning is still
done with the same engines and to the same accuracy, but some inspection options are limited or not available in flow
mode. Application control, intrusion protection, and FortiClient profiles are not affected when switching between flow and
proxy mode.

Even though VolIP profiles are not available from the GUI in flow mode, the FortiGate can process VolIP traffic. In this
case the appropriate session helper is used (for example, the SIP session helper).

Setting flow or proxy mode doesn't change the settings available from the CLI. However, when in flow mode you can't
save security profiles that are set to proxy mode.
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You can also add proxy-only security profiles to firewall policies from the CLI. So, for example, you can add a VolP profile
to a security policy that accepts VolIP traffic. This practice isn't recommended because the setting will not be visible from
the GUI.

Proxy mode and flow mode antivirus and web filter profile options
The following tables list the antivirus and web filter profile options available in proxy and flow modes.

Antivirus features in proxy and flow mode

Feature Proxy Flow

Scan Mode (Quick or Full) X

Detect viruses (Block or Monitor) X X

Inspected protocols X (all relevant protocols are
inspected)

Inspection Options X X
(not available for quick scan
mode)

Treat Windows Executables in Email X X

Attachments as Viruses

Send Files to FortiSandbox Appliance for X X

Inspection

Use FortiSandbox Database X X

Include Mobile Malware Protection X X

Web filter features in proxy and flow mode

Feature Proxy Flow
FortiGuard category based filter X X
(show, allow, monitor, block)
Category Usage Quota X
Allow users to override blocked categories X

(on some models)

Search Engines X
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Feature

Enforce 'Safe Search' on Google,
Yahoo!, Bing, Yandex

Restrict YouTube Access

Log all search keywords

Static URL Filter

Block invalid URLs
URL Filter

Block malicious URLs discovered
by FortiSandbox

Web Content Filter

Rating Options

Allow websites when a rating
error occurs

Rate URLs by domain and IP
Address

Block HTTP redirects by rating

Rate images by URL

Proxy Options

Restrict Google account usage to
specific domains

Provide details for blocked HTTP
4xx and 5xx errors

HTTP POST Action
Remove Java Applets
Remove ActiveX
Remove Cookies

Filter Per-User Block/Allowlist

FortiOS Handbook

Proxy

Flow

93

Fortinet Technologies Inc.



Getting started 94

Basic administration

This section contains information about basic FortiGate administration that you can do after you installing the unit in your
network.

Registration

In order to have full access to Fortinet Support and FortiGuard Services, you must register your FortiGate.

Registering your FortiGate:

1.
2,
3.

4,

Go to the Dashboard and locate the Licenses widget.
Click on FortiCare Support to display a pop-up window and Register.

In the pop-up window, either use an existing Fortinet Support account or create a new one. Select your Country
and Reseller.

Select OK.

FortiGate platforms don't impose any limitations on the number or type of customers, users, devices, IP addresses, or
number of VPN clients being served by the platform. Such factors are limited solely by the hardware capacity of each
given model.

System settings

There are several system settings that should be configured once your FortiGate is installed:

Default administrator password

Settings

Changing the host name

System Time

Administration Settings

Password Policy

View Settings

Administrator password retries and lockout time
CPU and memory thresholds

Default administrator password

By default, your FortiGate has an administrator account set up with the username admin and no password. In order to
prevent unauthorized access to the FortiGate, it is highly recommended that you add a password to this account.

To change the default password:

1.
2,
3.

Go to System > Administrators.
Edit the admin account.
Select Change Password.
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4. Enterthe New Password and re-enter the password for confirmation.
5. Select OK.

For details on selecting a password and password best practices, see the section on Passwords on page 98.

Itis also recommended to change the user name of this account; however, since you cannot change the user name of an
account that is currently in use, a second administrator account will need to be created in order to do this.

For more information about creating and using administrator accounts, see the System administration chapter.

Settings

Settings can be accessed by going to System > Settings. On this page, you can change the Host name, set the system
time and identify time zone in System Time, configure HTTP, HTTPS, SSH, and Telnet ports as well as idle timeout in
Administration Settings, designate the Password Policy, and manage display options and designate inspection
mode in View Settings.

Changing the host name

The host name of your FortiGate appears in the Hostname row in the System Information widget on the Dashboard.
The host name also appears at the CLI prompt when you are logged in to the CLI, and as the SNMP system name.

To change the host name on the FortiGate

Go to System > Settings and type in the new name in the Host name row. The only administrators that can change a
FortiGate’s host name are administrators whose admin profiles permit system configuration write access. If the
FortiGate is part of an HA cluster, you should use a unique host name to distinguish the FortiGate from others in the
cluster.

System time

For effective scheduling and logging, the FortiGate system time and date should be accurate. You can either manually
set the system time and date or configure the FortiGate to automatically synchronize with a Network Time Protocol
(NTP) server.

NTP enables you to keep the FortiGate time synchronized with other network systems. By enabling NTP on the
FortiGate, FortiOS will check with the NTP server you select at the configured intervals. This will also ensure that logs
and other time-sensitive settings on the FortiGate are correct.

The FortiGate maintains its internal clock using a built-in battery. At start up, the time reported by the FortiGate will
indicate the hardware clock time, which may not be accurate. When using NTP, the system time might change after the
FortiGate has successfully obtained the time from a configured NTP server.

By default, FortiOS has the daylight savings time configuration enabled. The system time must

Q) ' ’, be manually adjusted after daylight saving time ends. To disable DST, enter the following
q commands in the CLI:
- config system global

set dst disable
end
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To set the date and time

1. Gotothe System > Settings.
2. Under System Time, select your Time Zone by using the drop-down menu.

3. Set Time by either selecting Synchronize with NTP Server or Manual settings. If you select synchronization, you
can either use the default FortiGuard servers or specify a custom server. You can also set the Sync interval.

4. Ifyou use an NTP server, you can identify a specific interface for this self-originating traffic by enabling Setup
device as local NTP server.

5. Select Apply.

Administration settings

In order to improve security, you can change the default port configurations for administrative connections to the
FortiGate. When connecting to the FortiGate when the port has changed, the port must be included, such as
https://<ip address>:<port>. Forexample, if you are connecting to the FortiGate using port 99, the URL would
behttps://192.168.1.99:99.

To configure the port settings:

1. Goto System > Settings.

2. Under Administration Settings, change the port numbers for HTTP, HTTPS, SSH, and/or Telnet as needed. You
can also select Redirect to HTTPS in order to avoid HTTP being used for the administrators.

3. Select Apply.

When you change the default port number for HTTP, HTTPS, SSH, or Telnet, ensure that the port number is unique. If a
conflict exists with a particular port, a warning message will appear.

By default, the GUI disconnects administrative sessions if no activity occurs for five minutes. This prevents someone
from using the GUI if the management PC is left unattended.

To change the idle timeout

1. Goto System > Settings.
2. Inthe Administration Settings section, enter the time in minutes in the Idle timeout field.
3. Select Apply.

Password policy

The FortiGate includes the ability to create a password policy for administrators and IPsec pre-shared keys. With this
policy, you can enforce regular changes and specific criteria for a password including:

e minimum length between 8 and 64 characters.

« ifthe password must contain uppercase (A, B, C) and/or lowercase (a, b, c) characters.

« if the password must contain numbers (1, 2, 3).

« if the password must contain special or non-alphanumeric characters (!, @, #, $, %, *, &, *, (, and )).
« where the password applies (admin or IPsec or both).

« the duration of the password before a new one must be specified.
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To create a password policy - GUI

1. Goto System > Settings.
2. Configure Password Policy settings as required.
3. Click Apply.

If you add a password policy or change the requirements on an existing policy, the next time that administrator logs into
the FortiGate, they are prompted to update their password to meet the new requirements before proceeding to log in.

For information about recovering a lost password and enhancements to the process, see the Fortinet knowledge base or
Resetting a lost Admin password.

View settings

Three settings can change the presentation of information in the GUI: Language, Lines per page, and Theme.

To change the language, go to System > Settings. Select the language you want from the Language drop-down list:
English (the default), French, Spanish, Portuguese, Japanese, Traditional Chinese, Simplified Chinese, or Korean. For
best results, you should select the language that is used by the management computer.

To change the number of lines per page displayed in the GUIl tables, set Lines per page to a value between 20 and
1,000. The default is 50 lines per page.

Five color themes are currently available: Green (the default), Red, Blue, Melongene, and Mariner. To change your
theme, select the color from the Theme drop-down list.

This is also where you select either Flow-based or Proxy Inspection Mode . If you select Flow-based mode, then you
need to specify if itis NGFW Profile-based or NGFW Policy-based inspection.

Administrator password retries and lockout time

By default, the FortiGate sets the number of password retries at three, allowing the administrator a maximum of three
attempts to log into their account before locking the account for a set amount of time.

Both the number of attempts (admin-lockout-threshold)and the wait time before the administrator can try to enter
a password again (admin-lockout-duration) can be configured within the CLI.

To configure the lockout options:

config system global
set admin-lockout-threshold <failed attempts>
set admin-lockout-duration <seconds>

end

The default value of admin-lockout-thresholdis 3 and the range of values is between 1 and 10. The admin-
lockout-duration is set to 60 seconds by default and the range of values is between 1 and 4294967295 seconds.

Keep in mind that the higher the lockout threshold, the higher the risk that someone may be able to break into the
FortiGate.

Example:

To setthe admin-lockout-threshold to one attempt and the admin-lockout-duration to afive minute
duration before the administrator can try to log in again, enter the commands:

config system global
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set admin-lockout-threshold 1
set admin-lockout-duration 300
end

Al
‘Q' If the time span between the first failed login attempt and the admin-lockout-threshold
- failed login attempt is less than admin-lockout-duration, the lockout will be triggered.

CPU and memory thresholds
High CPU and memory use thresholds can be customized using the CLI.

To change the high CPU use threshold:

config system global
set cpu-use-threshold <integer>
end

cpu-use-threshold <integer> Threshold at which CPU use is reported, in percent (50 - 99, default = 90).

To change the memory use thresholds:

config system global
set memory-use-threshold-extreme <integer>
set memory-use-threshold-green <integer>
set memory-use-threshold-red <integer>

end

memory-use-threshold-extreme  Threshold at which memory usage is considered extreme and new sessions are

<integer> dropped, in percent of total RAM (70 - 97, default = 95).
memory-use-threshold-green Threshold at which memory usage forces the FortiGate to exit conserve mode, in
<integer> percent of total RAM (70 - 97, default = 82).
memory-use-threshold-red Threshold at which memory usage forces the FortiGate to enter conserve mode,
<integer> in percent of total RAM (70 - 97, default = 88).

Passwords

Using secure passwords are vital for preventing unauthorized access to your FortiGate. When changing the password,
consider the following to ensure better security:

« Do not make passwords that are obvious, such as the company name, administrator names, or other obvious words
or phrases.

» Use numbers in place of letters, for example, passw0rd.

o Administrator passwords can be up to 64 characters.

« Include a mixture of letters, numbers, and upper and lower case.

« Use multiple words together, or possibly even a sentence, for example keytothehighway.
o Use a password generator.
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o Change the password regularly and always make the new password unique and not a variation of the existing
password, such as changing from password to passwordl.

« Make note of the password and store it in a safe place away from the management computer, in case you forget it or
ensure that at least two people know the password in the event that one person becomes ill, is away on vacation, or
leaves the company. Alternatively, have two different admin logins.

Downgrades will typically maintain the administrator password. If you need to downgrade to FortiOS 4.3, remove the
password before the downgrade, then log in after the downgrade and re-configure the password.

Password policy

The FortiGate includes the ability to create a password policy for administrators and IPsec pre-shared keys. With this
policy, you can enforce regular changes and specific criteria for a password including:

o minimum length between 8 and 64 characters.

« if the password must contain uppercase (A, B, C) and/or lowercase (a, b, c) characters.

« if the password must contain numbers (1, 2, 3).

« if the password must contain special or non-alphanumeric characters (!, @, #, $, %, *, &, *, (, and)).
« where the password applies (admin or IPsec or both).

« the duration of the password before a new one must be specified.

To create a password policy - GUI

1. Goto System > Settings.
2. Configure Password Policy settings as required.
3. Click Apply.

If you add a password policy or change the requirements on an existing policy, the next time that administrator logs into
the FortiGate, they are prompted to update their password to meet the new requirements before proceeding to log in.

For information about recovering a lost password and enhancements to the process, see the Fortinet knowledge base or
Resetting a lost Admin password.

Configuration backups

Once you successfully configure the FortiGate, it is extremely important that you backup the configuration. In some
cases, you may need to reset the FortiGate to factory defaults or perform a TFTP upload of the firmware, which will erase
the existing configuration. In these instances, the configuration on the device will have to be recreated, unless a backup
can be used to restore it. You should also backup the local certificates, as the unique SSL inspection CA and server
certificates that are generated by your FortiGate by default are not saved in a system backup.

We also recommend that you backup the configuration after any changes are made, to ensure you have the most current
configuration available. Also, backup the configuration before any upgrades of the FortiGate’s firmware. Should anything
happen to the configuration during the upgrade, you can easily restore the saved configuration.

Always backup the configuration and store it on the management computer or off-site. You have the option to save the
configuration file to various locations including the local PC, USB key, FTP, and TFTP server. The last two are
configurable through the CLI only.
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If you have VDOMSs, you can back up the configuration of the entire FortiGate or only a specific VDOM. Note that if you
are using FortiManager or FortiCloud, full backups are performed and the option to backup individual VDOMs will not
appear.

You can also backup and restore your configuration using Secure File Copy (SCP). See How
to download/upload a FortiGate configuration file using secure file copy (SCP).

Ay . .
~ 4 You enable SCP support using the following command:
config system global
- set admin-scp enable

end

For more information about this command and about SCP support, see config system global.

Backing up the configuration using the GUI

1. Click on admin in the upper right-hand corner of the screen and select Configuration > Backup.
2. Direct the backup to your Local PC or to a USB Disk.

The USB Disk option will be grayed out if no USB drive is inserted in the USB port. You can also backup to the
FortiManager using the CLI.

3. IfVDOMs are enabled, indicate whether the scope of the backup is for the entire FortiGate configuration (Global) or
only a specific VDOM configuration (VDOM).

4. If backing up a VDOM configuration, select the VDOM name from the list.
5. Select Encryption.
Encryption must be enabled on the backup file to back up VPN certificates.
6. Enter a password and enter it again to confirm it. You will need this password to restore the file.
7. Select OK.

8. The web browser will prompt you for a location to save the configuration file. The configuration file will have a .conf
extension.

Backing up the configuration using the CLI

Use one of the following commands:

execute backup config management-station <comment>

or:

execute backup config usb <backup filename> [<backup password>]

or for FTP, note that port number, username are optional depending on the FTP site:

execute backup config ftp <backup filename> <ftp server> [<port>] [<user name>] [<password>]
orfor TFTP:

execute backup config tftp <backup filename> <tftp servers> <password>

Use the same commands to backup a VDOM configuration by first entering the commands:

config vdom
edit <vdom name>

FortiOS Handbook Fortinet Technologies Inc.


https://kb.fortinet.com/kb/microsites/search.do?cmd=displayKC&docType=kc&externalId=FD43754
https://kb.fortinet.com/kb/microsites/search.do?cmd=displayKC&docType=kc&externalId=FD43754
http://help.fortinet.com/cli/fos60hlp/62/index.htm#FortiOS/fortiOS-cli-ref/config/system/global.htm

Getting started 101

Backup and restore the local certificates

This procedure exports a server (local) certificate and private key together as a password protected PKCS12 file. The
export file is created through a customer-supplied TFTP server. Ensure that your TFTP server is running and accessible
to the FortiGate before you enter the command.

To back up the local certificates:

Connect to the CLI and use the following command:

execute vpn certificate local export tftp <cert name> <filename> <tftp ip>
where:

» <cert name> is the name of the server certificate.
e <filename> is a name for the output file.
o <tftp_ ip>isthe IP address assigned to the TFTP server host interface.

To restore the local certificates - GUI:

Move the output file from the TFTP server location to the management computer.
Go to System > Certificates and select Import.
Select the appropriate type of certificate from the dropdown menu and fill in any required fields.

Select Upload. Browse to the location on the management computer where the exported file has been saved,
select the file and select Open.

If required, enter the Password needed to upload the exported file.
6. Select OK.

Ao b=

@

To restore the local certificates - CLI:

Connect to the CLI and use the following command:

execute vpn certificate local import tftp <filename> <tftp ip>

Restoring a configuration
Should you need to restore a configuration file, use the following steps:

To restore the FortiGate configuration - GUI:

1. Click on admin in the upper right-hand corner of the screen and select Configuration > Restore.
2. Identify the source of the configuration file to be restored : your Local PC or a USB Disk.

The USB Disk option will be grayed out if no USB drive is inserted in the USB port. You can restore from the
FortiManager using the CLI.

3. Enter the path and file name of the configuration file, or select Browse to locate the file.
4. Enter a password if required.
5. Select Restore.

To restore the FortiGate configuration - CLI:

execute restore config management-station normal 0
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or:
execute restore config usb <filename> [<password>]
or for FTP, note that port number, username are optional depending on the FTP site:

execute restore config ftp <backup filename> <ftp server> [<port>] [<user name>]
[<password>]

orfor TFTP:

execute restore config tftp <backup filename> <tftp server> <password>

The FortiGate will load the configuration file and restart. Once the restart has completed, verify that the configuration has
been restored.

Troubleshooting

When restoring a configuration, errors may occur, but the solutions are usually straightforward.

Error message Reason and Solution

Configuration file error  This error occurs when attempting to upload a configuration file that is incompatible with the
device. This may be due to the configuration file being for a different model or being saved
from a different version of firmware.

Solution: Upload a configuration file that is for the correct model of FortiGate device and the
correct version of the firmware.

Invalid password When the configuration file is saved, it can be protected by a password. The password
entered during the upload process is not matching the one associated with the configuration
file.

Solution: Use the correct password if the file is password protected.

Configuration revision

You can manage multiple versions of configuration files on models that have a 512MB flash memory and higher.
Revision control requires either a configured central management server or the local hard drive, if your FortiGate has this
feature. Typically, configuration backup to local drive is not available on lower-end models.

The central management server can either be a FortiManager unit or FortiCloud.
If central management is not configured on your FortiGate unit, a message appears instructing you to either:

» Enable central management, or
« obtain a valid license.

When revision control is enabled on your FortiGate unit, and configuration backups have been made, a list of saved
revisions of those backed-up configurations appears.

Configuration revisions are viewed by clicking on admin in the upper right-hand corner of the screen and selecting
Configuration > Revisions.
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Restore factory defaults

There may be a need to reset the FortiGate to its original defaults; for example, to begin with a fresh configuration. There
are two options when restoring factory defaults. The first resets the entire device to the original out-of-the-box
configuration.

You can reset using the CLI by entering the command:
execute factoryreset
When prompted, type y to confirm the reset.

Alternatively, in the CLI you can reset the factory defaults but retain the interface and VDOM configuration. Use the
following command:

execute factoryreset2

Firmware

Fortinet periodically updates the FortiGate firmware to include new features and resolve important issues. After you have
registered your FortiGate unit, you can download firmware updates from the Fortinet Support web site,

Before you install any new firmware, be sure to follow the steps below:

» Review the Release Notes for a new firmware release.

» Review the Supported Upgrade Paths to prepare for the upgrade of FortiOS on your FortiGate.
« Backup the current configuration, including local certificates.

» Testthe new firmware until you are satisfied that it applies to your configuration.

Installing new firmware without reviewing release notes or testing the firmware may result in changes to settings or
unexpected issues.

iy
‘9' Only FortiGate admin users and administrators whose access profiles contain system read

and write privileges can change the FortiGate firmware.

Backing up the current configuration

You should always back up the configuration before installing new firmware, in case you need to restore your FortiGate
configuration.

For more information and instructions on backing up and restoring your configuration, see Configuration backups on
page 99.

Downloading

Firmware images for all FortiGate units are available on the Fortinet Support website.
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To download firmware:

1. Log into the site using your user name and password.
2. Goto Download > Firmware Images.

3. Alist of Release Notes is shown. If you have not already done so, download and review the Release Notes for the
firmware you wish to upgrade your FortiGate unit to.

4. Select Download.

iy
‘?' Firmware can also be downloaded using FTP; however, as FTP is not an encrypted file
- transferring protocol, HTTPS downloading is recommended.

5. Navigate to the folder for the firmware version you wish to use.

6. Select your FortiGate model from the list. If your unit is a FortiWiFi, the firmware will have a filename starting with
'FWF'.

7. Save the firmware image to your computer.

Testing

The integrity of firmware images downloaded from Fortinet's support portal can be verified using a file checksum. A file
checksum that does not match the expected value indicates a corrupt file. The corruption could be caused by errors in
transfer or by file modification. A list of expected checksum values for each build of released code is available on
Fortinet’s support portal.

Image integrity is also verified when the FortiGate is booting up. This integrity check is done through a cyclic redundancy
check (CRC). If the CRC fails, the FortiGate unit will encounter an error during the boot process.

Lastly, firmware images are signed and the signature is attached to the code as it is built. When upgrading an image, the
running OS will generate a signature and compare it with the signature attached to the image. If the signatures do not
match, the new OS will not load.

Testing before installation

FortiOS lets you test a new firmware image by installing the firmware image from a system reboot and saving it to system
memory. After completing this procedure, the FortiGate unit operates using the new firmware image with the current
configuration. This new firmware image is not permanently installed. The next time the FortiGate unit restarts, it operates
with the originally installed firmware image using the current configuration. If the new firmware image operates
successfully, you can install it permanently using the procedure explained in Upgrading.

To use this procedure, you must connect to the CLI using the FortiGate console port and an RJ-45 to DB-9 or null
modem cable. This procedure temporarily installs a new firmware image using your current configuration.

For this procedure, you must install a TFTP server that you can connect to from the FortiGate internal interface. The
TFTP server should be on the same subnet as the internal interface.

To test the new firmware image:

1. Connectto the CLI using an RJ-45 to DB-9 or null modem cable.
2. Make sure the TFTP server is running.
3. Copy the new firmware image file to the root directory of the TFTP server.
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o

10.

1.

12
13.

14,

Make sure the FortiGate unit can connect to the TFTP server using the execute pingcommand.
Enter the following command to restart the FortiGate unit: execute reboot

As the FortiGate unit reboots, press any key to interrupt the system startup. As the FortiGate unit starts, a series of
system startup messages appears: Press any key to display configuration menu....

Immediately press any key to interrupt the system startup.

N ! ’, You have only three (3) seconds to press any key. If you do not press a key quickly
? enough, the FortiGate unit reboots and you must log in and repeat the execute reboot
- command.

If you successfully interrupt the startup process, the following messages appears:

[G]: Get firmware image from TFTP server.

[F]:

[B]:

[C]: Configuration and information

[Q]: Quit menu and continue to boot with default firmware.
[H]: Display this list of options.

Enter G, F, Q, or H:

Format boot device.
Boot with backup firmware and set as default

Type G to get the new firmware image from the TFTP server. The following message appears: Enter TFTP
server address [192.168.1.168]:

Type the address of the TFTP server and press Enter. The following message appears: Enter Local Address
[192.168.1.188]:

Type an IP address of the FortiGate unit to connect to the TFTP server. The IP address must be on the same
network as the TFTP server.

A\,

b [ 4
? Make sure you do not enter the IP address of another device on this network.

The following message appears: Enter File Name [image.out]:

Enter the firmware image file name and press Enter. The TFTP server uploads the firmware image file to the
FortiGate unit and the following appears: Save as Default firmware/Backup firmware/Run image
without saving: [D/B/R]

Type R. The FortiGate image is installed to system memory and the FortiGate unit starts running the new firmware
image, but with its current configuration.

You can test the new firmware image as required. When done testing, you can reboot the FortiGate unit, and the
FortiGate unit will resume using the firmware that was running before you installed the test firmware.

Upgrading

Installing firmware replaces your current antivirus and attack definitions, along with the definitions included with the
firmware release you are installing. After you install new firmware, make sure that antivirus and attack definitions are up
to date. You can also use the CLI command execute update-now to update the antivirus and attack definitions.

For more information, see the System administration handbook.
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Ay
‘?' Always remember to back up your configuration before making any changes to the firmware.

Be sure to read the topics Downloading and Testingbefore upgrading.

To upgrade the firmware - GUI:

Ao b=

Log into the GUI as the admin administrative user.

Go to System > Firmware.

Under Upload Firmware, select Browse and locate the firmware image file.
Select OK.

The FortiGate unit uploads the firmware image file, upgrades to the new firmware version, restarts, and displays the
FortiGate login. This process takes a few minutes.

You can also backup and restore your configuration using Secure File Copy (SCP). See How
. to download/upload a FortiGate configuration file using secure file copy (SCP).
Sor - You enable SCP support using the following command:
q config system global

set admin-scp enable
end

For more information about this command and about SCP support, see config system global.

To upgrade the firmware - CLI:

Before you begin, ensure you have a TFTP server running and accessible to the FortiGate unit.

1.

2.
3.
4

Make sure the TFTP server is running.
Copy the new firmware image file to the root directory of the TFTP server.
Log into the CLI.

Make sure the FortiGate unit can connect to the TFTP server. You can use the following command to ping the

computer running the TFTP server. For example, if the IP address of the TFTP serveris 192.168.1.168: execute
ping 192.168.1.168

Enter the following command to copy the firmware image from the TFTP server to the FortiGate unit: execute
restore image tftp <filename> <tftp ipv4>

The FortiGate unit responds with the message:

This operation will replace the current firmware version!
Do you want to continue? (y/n)

Type y. The FortiGate unit uploads the firmware image file, upgrades to the new firmware version, and restarts. This
process takes a few minutes.

Reconnect to the CLI.
Update antivirus and attack definitions, by entering execute update-now.

Reverting

The following procedure reverts the FortiGate unit to its factory default configuration and deletes any configuration
settings. If you are reverting to a previous FortiOS version, you might not be able to restore the previous configuration
from the backup configuration file.

FortiOS Handbook

Fortinet Technologies Inc.


https://kb.fortinet.com/kb/microsites/search.do?cmd=displayKC&docType=kc&externalId=FD43754
https://kb.fortinet.com/kb/microsites/search.do?cmd=displayKC&docType=kc&externalId=FD43754
http://help.fortinet.com/cli/fos60hlp/62/index.htm#FortiOS/fortiOS-cli-ref/config/system/global.htm

Getting started 107

A\,

b [ 4
? Always remember to back up your configuration before making any changes to the firmware.

To revert to a previous firmware version - GUI:

Log into the GUI as the admin user.

Go to System > Firmware

Under Upload Firmware, select Browse and locate the firmware image file.
Select OK.

Ao b=

The FortiGate unit uploads the firmware image file, reverts to the old firmware version, resets the configuration, restarts,
and displays the FortiGate login. This process takes a few minutes.

To revert to a previous firmware version - CLI:

Before beginning this procedure, it is recommended that you:

» Backup the FortiGate unit system configuration using the command
execute backup config

o Backup the IPS custom signatures using the command execute
backup ipsuserdefsig

« Backup web content and email filtering lists.
To use the following procedure, you must have a TFTP server the FortiGate unit can connect to.

1. Make sure the TFTP server is running.

Copy the firmware image file to the root directory of the TFTP server.

Log into the FortiGate CLI.

Make sure the FortiGate unit can connect to the TFTP server by using the execute pingcommand.

Enter the following command to copy the firmware image from the TFTP server to the FortiGate unit: execute
restore image tftp <name str> <tftp ipv4d>

o oD

6. The FortiGate unit responds with this message:
This operation will replace the current firmware version!
Do you want to continue? (y/n)

7. Type y. The FortiGate unit uploads the firmware image file. After the file uploads, a message similar to the following
appears:

Get image from tftp server OK.

Check image OK.

This operation will downgrade the current firmware version!
Do you want to continue? (y/n)

8. Type y. The FortiGate unit reverts to the old firmware version, resets the configuration to factory defaults, and
restarts. This process takes a few minutes.

9. Reconnectto the CLI.

10. To restore your previous configuration, if needed, use the command: execute restore config <name str>
<tftp ipvi4>

11. Update antivirus and attack definitions using the command: execute update-now
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Installation from system reboot

In the event that the firmware upgrade does not load properly and the FortiGate unit will not boot, or continuously
reboots, it is best to perform a fresh install of the firmware from a reboot using the CLI.

This procedure installs a firmware image and resets the FortiGate unit to default settings. You can use this procedure to
upgrade to a new firmware version, revert to an older firmware version, or re-install the current firmware.

To use this procedure, you must connect to the CLI using the FortiGate console port and a RJ-45 to DB-9, or null modem
cable. This procedure reverts the FortiGate unit to its factory default configuration.

For this procedure you install a TFTP server that you can connect to from the FortiGate internal interface. The TFTP
server should be on the same subnet as the internal interface.

Before beginning this procedure, ensure you backup the FortiGate unit configuration.

If you are reverting to a previous FortiOS version, you might not be able to restore the previous configuration from the
backup configuration file.

Installing firmware replaces your current antivirus and attack definitions, along with the definitions included with the
firmware release you are installing. After you install new firmware, make sure that antivirus and attack definitions are up
to date.

To install firmware from a system reboot:

Connect to the CLI using the RJ-45 to DB-9 or null modem cable.

Make sure the TFTP server is running.

Copy the new firmware image file to the root directory of the TFTP server.

Make sure the internal interface is connected to the same network as the TFTP server.

To confirm the FortiGate unit can connect to the TFTP server, use the following command to ping the computer
running the TFTP server. For example, if the IP address of the TFTP serveris 192.168.1.168: execute ping
192.168.1.168

Enter the following command to restart the FortiGate unit: execute reboot

o oON-=

o

7. The FortiGate unit responds with the following message:

This operation will reboot the system!
Do you want to continue? (y/n)

8. Type y. As the FortiGate unit starts, a series of system startup messages appears. When the following messages
appears: Press any key to display configuration menu..........

9. Immediately press any key to interrupt the system startup.

N ! ’, You have only three (3) seconds to press any key. If you do not press a key quickly
? enough, the FortiGate unit reboots and you must log in and repeat the execute reboot
- command.

10. If you successfully interrupt the startup process, the following messages appears:

[G]: Get firmware image from TFTP server.

[F]: Format boot device.

[B]: Boot with backup firmware and set as default

[C]: Configuration and information

[Q]: Quit menu and continue to boot with default firmware.
[H]: Display this list of options.

Ent

nter G, F, Q, or H
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11. Type G to get to the new firmware image form the TFTP server. The following message appears: Enter TFTP
server address [192.168.1.168]:

12. Type the address of the TFTP server and press Enter. The following message appears: Enter Local Address
[192.168.1.188]:

13. Type an IP address the FortiGate unit can use to connect to the TFTP server. The IP address can be any IP address
that is valid for the network to which the interface is connected.

A\,

b [ 4
? Make sure you do not enter the IP address of another device on this network.

14. The following message appears: Enter File Name [image.out]:

15. Enter the firmware image filename and press Enter.The TFTP server uploads the firmware image file to the
FortiGate unit and a message similar to the following appears: Save as Default firmware/Backup
firmware/Run image without saving: [D/B/R]

16. Type D. The FortiGate unit installs the new firmware image and restarts. The installation might take a few minutes to
complete.

Restoring from a USB key

1. Loginto the CLI.
2. Enter the following command to restore an unencrypted configuration file:

execute restore image usb Restore image from USB disk.
{string} Image file name on the USB disk.

3. The FortiGate unit responds with the following message: This operation will replace the current
firmware version! Do you want to continue? (y/n)

4. Typey.

Controlled upgrade

Using a controlled upgrade, you can upload a new version of the FortiOS firmware to a separate partition in the FortiGate
memory for later upgrade. The FortiGate unit can also be configured so that when it is rebooted, it will automatically load
the new firmware (CLI only). Using this option, you can stage a number of FortiGate units to do an upgrade
simultaneously to all devices using FortiManager or script.

To load the firmware for later installation - CLI:

execute restore secondary-image {ftp | tftp | usb} <filename str>

To set the FortiGate unit so that when it reboots, the new firmware is loaded, use the CLI command . . .

execute set-next-reboot {primary | secondary}

where {primary | secondary} is the partition with the preloaded firmware.
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FortiGuard

The FortiGuard Distribution Network (FDN) of servers provides updates to antivirus, antispam, and IPS definitions to
your FortiGate. FortiGuard Subscription Services provides comprehensive Unified Threat Management (UTM) security
solutions to enable protection against content and network level threats.

The FortiGuard team can be found around the globe, monitoring virus, spyware and vulnerability activities. As
vulnerabilities are found, signatures are created and pushed to the subscribed FortiGates. The Global Threat Research
Team enables Fortinet to deliver a combination of multi-layered security intelligence and provide true zero-day
protection from new and emerging threats. The FortiGuard Network has data centers around the world located in secure,
high availability locations that automatically deliver updates to the Fortinet security platforms to protect the network with
the latest information.

FortiGuard provides a number of services to monitor world-wide activity and provide the best possible security, including:

« Intrusion Prevention System (IPS) - IPS uses a customizable database of more than 4000 known threats to stop
attacks that evade conventional firewall defenses. It also provides behavior-based heuristics, enabling the system
to recognize threats when no signature has yet been developed. It also provides more than 1000 application identity
signatures for complete application control.

« Application Control- Application Control allows you to identify and control applications on networks and endpoints
regardless of port, protocol, and IP address used. It gives you unmatched visibility and control over application
traffic, even traffic from unknown applications and sources. Application Control is a free FortiGuard service and the
database for Application Control signatures is separate from the IPS database (Botnet Application signatures are
still part of the IPS signature database since these are more closely related with security issues and less about
application detection). Application Control signature database information is displayed under the System
> FortiGuard page in the FortiCare section.

Ay
‘?' Please note that while the Application Control profile can be used for free, signature
- database updates require a valid FortiGuard subscription.

« AntiVirus - The FortiGuard AntiVirus Service provides fully automated updates to ensure protection against the
latest content level threats. It employs advanced virus, spyware, and heuristic detection engines to prevent both
new and evolving threats from gaining access to your network and protects against vulnerabilities.

« Web Filtering - Web Filtering provides Web URL filtering to block access to harmful, inappropriate, and dangerous
web sites that may contain phishing/pharming attacks, malware such as spyware, or objectionable content that can
expose your organization to legal liability. Based on automatic research tools and targeted research analysis, real-
time updates enable you to apply highly-granular policies that filter web access based on six major categories and
nearly 80 micro-categories, over 45 million rated web sites, and more than two billion web pages - all continuously
updated.

« Email Filtering - The FortiGuard Antispam Service uses both a sender IP reputation database and a spam
signature database, along with sophisticated spam filtering tools on Fortinet appliances and agents, to detect and
block a wide range of spam messages. Updates to the IP reputation and spam signature databases are provided
continuously via the FDN.

» Messaging Services - Messaging Services allow a secure email server to be automatically enabled on your
FortiGate to send alert email or send email authentication tokens. With the SMS gateway, you can enter phone
numbers where the FortiGate will send the SMS messages to support authentication. Note that depending on your
carrier, there may be a slight time delay on receiving messages.

» DNS and DDNS - The FortiGuard DNS and DDNS services provide an efficient method of DNS lookups once
subscribed to the FortiGuard network. This is the default option. The FortiGate connects automatically to the
FortiGuard DNS server. If you do not register, you need to configure an alternate DNS server.
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Configure the DDNS server settings using the CLI command:

config system fortiguard
set ddns-server-ip
set ddns-server-port
end

Support contract and FortiGuard subscription services

The FDN support Contract is available under System > FortiGuard.
The License Information area displays the status of your FortiGate’s support contract.

You can also manually update the AntiVirus and IPS engines.

Verifying your connection to FortiGuard

If you are not getting FortiGuard web filtering or antispam services, there are a few things to verify that communication to
the FDN is working. Before any troubleshooting, ensure that the FortiGate has been registered and subscribed to the
FortiGuard services.

Verification - GUI:

The simplest method to check that the FortiGate is communicating with the FDN, is to check the License Information
dashboard widget. Any subscribed services should have a green check mark beside them indicating that connections
are successful. Any other icon indicates a problem with the connection, or you are not subscribed to the FortiGuard
services.

You can also view the FortiGuard connection status by going to System > FortiGuard.

Verification - CLI:

You can also use the CLI to see what FortiGuard servers are available to your FortiGate. Use the following CLI
command to ping the FDN for a connection:

execute ping guard.fortinet.net

You can also use the following diagnose command to find out what FortiGuard servers are available:
diagnose debug rating

From this command, you will see output similar to the following:

Locale : english

License : Contract
Expiration : Sun Jul 24 20:00:00 2011
Hostname : service.fortiguard.net

-=- Server List (Tue Nov 2 11:12:28 2010) -=-

IP Weight RTT Flags TZ Packets Curr Lost Total Lost
69.20.236.180 0 10 -5 77200 0O 42
69.20.236.179 0 12 -5 52514 0 34
66.117.56.42 0 32 -5 34390 0 62
80.85.69.38 50 164 0 34430 0 11763
208.91.112.194 81 223 D -8 42530 0 8129
216.156.209.26 286 241 DI -8 55602 0 21555
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An extensive list of servers are available. Should you see a list of three to five available servers, the FortiGuard servers
are responding to DNS replies to service FortiGuard.net, but the INIT requests are not reaching FDS services on the
servers.

The rating flags indicate the server status:

D Indicates the server was found via the DNS lookup of the hostname. If the hostname returns more than
one |IP address, all of them will be flagged with 'D' and will be used first for INIT requests before falling
back to the other servers.

| Indicates the server to which the last INIT request was sent.
F The server has not responded to requests and is considered to have failed.
T The server is currently being timed.

The server list is sorted first by weight and then the server with the smallest RTT is put at the top of the list, regardless of
weight. When a packet is lost, it will be resent to the next server in the list.

The weight for each server increases with failed packets and decreases with successful packets. To lower the possibility
of using a distant server, the weight is not allowed to dip below a base weight, which is calculated as the difference in
hours between the FortiGate and the server, multiplied by 10. The further away the server, the higher its base weight and
the lower in the list it will appear.

Port assignment

The FortiGate contacts FDN for the latest list of FDN servers by sending UDP packets with typical source ports of 1027
or 1031, and destination port 8888. The FDN reply packets have a destination port of 1027 or 1031.

If your ISP blocks UDP packets in this port range, the FortiGate cannot receive the FDN reply packets. As a result, the
FortiGate will not receive the complete FDN server list.

If your ISP blocks the lower range of UDP ports (around 1024), you can configure your FortiGate to use higher-
numbered ports, using the CLI command:

config system global
set ip-src-port-range <start port>-<end port>
end

where the <start port>and<end port> are numbers ranging of 1024 to 25000.

For example, you could configure the FortiGate to not use ports lower than 2048 or ports higher than the following range:

config system global
set ip-src-port-range 2048-20000
end

Trial and error may be required to select the best source port range. You can also contact your ISP to determine the best
range to use. Push updates might be unavailable if:

« thereis a NAT device installed between the unit and the FDN, and/or
 your unit connects to the Internet using a proxy server.
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Configuring AntiVirus and IPS options

Go to System > FortiGuard, and scroll down to the AntiVirus & IPS Updates section to configure the antivirus and IPS
options for connecting and downloading definition files.

Accept push updates

Use override push

Scheduled Updates

Improve IPS quality

Use extended IPS signature
package

Update AV & IPS Definitions

Manual updates

Select to allow updates to be sent automatically to your FortiGate. New definitions
will be added as soon as they are released by FortiGuard.

Appears only if Accept push updates is enabled.

Enable to configure an override server if you cannot connect to the FDN or if your
organization provides updates using their own FortiGuard server. Once enabled,
enter the following:
¢ Enterthe IP address and port of the NAT device in front of your FortiGate.
FDS will connect to this device when attempting to reach the FortiGate.
¢ The NAT device must be configured to forward the FDS traffic to the
FortiGate on UDP port 9443.

Enable for updates to be sent to your FortiGate at a specific time. For example, to
minimize traffic lag times, you can schedule the update to occur on weekends or
after work hours.

Note that a schedule of once a week means any urgent updates will not be

pushed until the scheduled time. However, if there is an urgent update required,
select the Update Now button.

Enable to help Fortinet maintain and improve IPS signatures. The information
sent to the FortiGuard servers when an attack occurs can be used to keep the

database current as variants of attacks evolve.

Regular IPS database protects against the latest common and in-the-wild attacks.
Extended IPS database includes protection from legacy attacks.

Select to manually initiate an FDN update.

To manually update the signature definitions file, you need to first go to the Fortinet Support web site. Once logged in,
select Download > FortiGuard Service Updates. The browser will present you the most current IPS and AntiVirus
signature definitions which you can download.

Once downloaded to your computer, log into the FortiGate to load the definition file.

To load the definition file onto the FortiGate:

1. Goto System > FortiGuard.

2. Inthe License Information table, select the Upgrade Database link in either the Application Control Signature,

IPS, or AntiVirus row.

3. Inthe pop-up window, select Upload and locate the downloaded file and select Open.

The upload may take a few minutes to complete.
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Automatic updates
The FortiGate can be configured to request updates from FDN on a scheduled basis, or via push notification.

Scheduling updates

Scheduling updates ensures that the virus and IPS definitions are downloaded to your FortiGate on a regular basis,
ensuring that you do not forget to check for the definition files yourself.

Updating definitions can cause a very short disruption in traffic currently being scanned while the FortiGate unit applies
the new signature database, Ideally, schedule updates during off-peak hours, such as evenings or weekends, when
network usage is minimal, to ensure that the network activity will not suffer from the added traffic of downloading the
definition files.

To enable scheduled updates - GUI:

Go to System > FortiGuard and scroll down to AntiVirus & IPS Updates.
Enable Scheduled Updates.

Select the frequency of updates.

Select Apply.

o bN-=

To enable scheduled updates - CLI:

config system autoupdate schedule
set status enable
set frequency {every | daily | weekly}
set time <hh:mm>
set day <day of week>
end

Push updates

Push updates enable you to getimmediate updates when new viruses or intrusions have been discovered and new
signatures created. This ensures that the latest signature will be sent to the FortiGate as soon as possible.

When a push notification occurs, the FortiGuard server sends a notice to the FortiGate that there is a new signature
definition file available. The FortiGate then initiates a download of the definition file, similar to the scheduled update.

To ensure maximum security for your network, you should have a scheduled update as well as enable the push update,
in case an urgent signature is created, and your cycle of the updates only occurs weekly.

To enable push updates - GUI:

1. Goto System > FortiGuard and scroll down to AntiVirus & IPS Updates.
2. Enable Accept push updates.
3. Select Apply.

To enable push updates - CLI:
config system autoupdate push-update

set status enable
end
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Push IP override

If the FortiGate is behind another NAT device (or another FortiGate), to ensure it receives the push update notifications,
you need to use an override IP address for the notifications. To do this, you create a virtual IP to map to the external port
of the NAT device.

Generally speaking, if there are two FortiGate devices, the following steps need to be completed on the FortiGate NAT
device to ensure the FortiGate on the internal network receives the updates:

» Add a port forwarding virtual IP to the FortiGate NAT device that connects to the Internet by going to Policy
& Objects > Virtual IPs.

« Add a security policy to the FortiGate NAT device that connects to the Internet that includes the port forwarding
virtual IP.

» Configure the FortiGate on the internal network with an override push IP and port.

On the FortiGate internal device, the virtual IP is entered as the Use push override IP address.

To enable push update override- GUI:

1. Goto System > FortiGuard and scroll down to AntiVirus & IPS Updates.
2. Enable Accept push updates.

3. Enable Use override push.

4. Enterthe virtual IP address configured on the NAT device.

5. Select Apply.

To enable push updates - CLI:

config system autoupdate push-update
set status enable
set override enable
set address <vip address>

end

Sending malware statistics to FortiGuard

To support following malware trends and making zero-day discoveries, FortiGate units send encrypted statistics to
FortiGuard about IPS, Application Control, and AntiVirus events detected by the FortiGuard services running on your
FortiGate. FortiGuard uses the statistics collected to achieve a balance between performance and security effectiveness
by moving inactive signatures to an extended signature database.

The statistics include some non-personal information that identifies your FortiGate and its country. The information is
never shared with external parties.

Sending the statistics to FortiGuard can be disabled. This will prevent FortiGate from sending malware statistics even if
the FortiGate receives updates from FortiManager instead of FortiGuard.

To disable sending malware statistics to FortiGuard, enter the following command:

config system global
set fds-statistics disable
end
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Configuring web filtering and email filtering options

Go to System > FortiGuard, and scroll down to Filtering to set the size of the caches and ports.

Web Filter Cache Setthe Time To Live (TTL) value. This is the number of seconds the FortiGate will
store a blocked IP or URL locally, saving time and network access traffic,
checking the FortiGuard server. Once the TTL has expired, the FortiGate will
contact an FDN server to verify a web address. The TTL must be between 300
and 86400 seconds.

Anti-Spam Cache Set the TTL value (see above).

FortiGuard Filtering Port Select the port assignments for contacting the FortiGuard servers.

Indicates the status of the filtering service. Select Check Again if the filtering

Filtering Service Availability
service is not available.

Select to re-evaluate a URL'’s category rating on the FortiGuard Web Filter

Request re-evaluation of a .
service.

URL's category

Email filtering

The FortiGuard data centers monitor and update email databases of known spam sources. With FortiGuard Anti-Spam
filtering enabled, the FortiGate verifies incoming email sender addresses and IPs against the database, and takes the
necessary actions as defined within the antivirus profiles.

Spam source IP addresses can also be cached locally on the FortiGate, providing a quicker response time, while easing
load on the FortiGuard servers, aiding in a quicker response time for less common email address requests.

By default, the anti-spam cache is enabled. The cache includes a TTL value, which is the amount of time an email
address will stay in the cache before expiring. You can change this value to shorten or extend the time between 5 and
1,440 minutes.

To modify the antispam cache TTL - GUI:

Go to System > FortiGuard.

Under Filtering, enable Anti-Spam Cache.
Enter the TTL value in minutes.

Select Apply.

o bd-=

To modify the Anti-Spam filter TTL - CLI:

config system fortiguard
set antispam-cache-ttl <integer>
end

Further antispam filtering options can be configured to block, allow, or quarantine specific email addresses. These
configurations are available through the Security Profiles > Anti-Spam menu.

For more information, see the Security Profiles handbook chapter.
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Online security tools

The FortiGuard online center provides a number of online security tools, including but not limited to:

« URL lookup — By entering a website address, you can see if it has been rated and what category and classification
itis filed as. If you find your website or a site you commonly go to has been wrongly categorized, you can use this
page to request that the site be re-evaluated: https://fortiguard.com/webfilter

« Threat Encyclopedia — Browse the Fortiguard Labs extensive encyclopedia of threats. Search for viruses, botnet
C&C, IPS, endpoint vulnerabilities, and mobile malware: https://www.fortiguard.com/encyclopedia

« Application Control — Browse the Fortiguard Labs extensive encyclopedia of applications:
https://fortiguard.com/appcontrol

FortiCloud

FortiCloud is a hosted security management and log retention service for FortiGate devices. It gives you centralized
reporting, traffic analysis, configuration management, and log retention without the need for additional hardware or
software.

FortiCloud offers a wide range of features:

« Simplified central management — FortiCloud provides a central web-based management console to manage
individual or aggregated FortiGate and FortiWiFi devices. Adding a device to the FortiCloud management
subscription is straightforward. FortiCloud has detailed traffic and application visibility across the whole network.

» Hosted log retention with large default storage allocated — Log retention is an integral part of any security and
compliance program but administering a separate storage system is burdensome. FortiCloud takes care of this
automatically and stores the valuable log information in the cloud. Each device is allowed up to 200GB of log
retention storage. Different types of logs can be stored including Traffic, System Events, Web, Applications, and
Security Events.

« Monitoring and alerting in real time — Network availability is critical to a good end-user experience. FortiCloud
enables you to monitor your FortiGate network in real time with different alerting mechanisms to pinpoint potential
issues. Alerting mechanisms can be delivered via email.

o Customized or pre-configured reporting and analysis tools — Reporting and analysis are your eyes and ears
into your network’s health and security. Pre-configured reports are available, as well as custom reports that can be
tailored to your specific reporting and compliance requirements. For example, you may want to look closely at
application usage or website violations. The reports can be emailed as PDFs and can cover different time periods.

« Maintain important configuration information uniformly — The correct configuration of the devices within your
network is essential to maintaining an optimum performance and security posture. In addition, maintaining the
correct firmware (operating system) level allows you to take advantage of the latest features.

» Service security — All communication (including log information) between the devices and the clouds is
encrypted. Redundant data centers are always used to give the service high availability. Operational security
measures have been put in place to make sure your data is secure — only you can view or retrieve it.

Registration and activation

Ay
S L4
q Before you can activate a FortiCloud account, you must first register your device.
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FortiCloud accounts can be registered manually through the FortiCloud website, https://www.forticloud.com, but you can
easily register and activate your account directly from your FortiGate.

Activating your FortiCloud account

1. Onyour device’s dashboard, in the FortiCloud widget, select the Activate button in the status field.

2. Adialogue asking you to register your FortiCloud account appears. Select Create Account, enter your information,
view and accept the terms and conditions, and select OK.

3. Asecond dialogue window appears, asking you to enter your information to confirm your account. This sends a
confirmation email to your registered email. The dashboard widget then updates to show that confirmation is
required.

4. Open your email, and follow the confirmation link it contains.

Results

A FortiCloud page will open, stating that your account has been confirmed. The Activation Pending message on the
dashboard will change to state the type of account you have (‘“1GB Free’ or 200GB Subscription’), and will provide a link
to the FortiCloud portal.

Enabling logging to FortiCloud

Goto Log & Report > Log Settings.
Enable Send Logs to FortiCloud.
Select Test Connectivity to ensure that your FortiGate can connect to the registered FortiCloud account.

Scroll down to GUI Preferences, set Display Logs/FortiView From, to see FortiCloud logs within the FortiGate's
GUL.

A owbdhd-=

Logging into the FortiCloud portal

Once logging has been configured and you have registered your account, you can log into the FortiCloud portal and
begin viewing your logging results. There are two methods to reach the FortiCloud portal:

« If you have direct networked access to the FortiGate, you can simply open your Dashboard and check the License
Information widget. Next to the current FortiCloud connection status will be a link to reach the FortiCloud Portal.

« If you do not currently have access to the FortiGate’s interface, you can visit the FortiCloud website
(https://forticloud.com) and log in remotely, using your email and password. It will ask you to confirm the FortiCloud
account you are connecting to and then you will be granted access. Connected devices can be remotely configured
using the Scripts page in the Management Tab, useful if an administrator may be away from the unit for a long
period of time.

Cloud sandboxing

FortiCloud can be used for automated sample tracking, or sandboxing, for files from a FortiGate. This allows suspicious
files to be sent to be inspected without risking network security. If the file exhibits risky behavior, or is found to contain a
virus, a new virus signature is created and added to the FortiGuard antivirus signature database.

Cloud sandboxing is configured by going to Security Fabric > Settings. After enabling Sandbox Inspection, select the
FortiSandbox type.
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Sandboxing results are shown in a new tab called AV Submissions in the FortiCloud portal. This tab only appears after
a file has been sent for sandboxing.

For more information about FortiCloud, see the FortiCloud documentation.
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Troubleshooting your installation

If your FortiGate does not function as desired after installation, try the following troubleshooting tips:

1.

10.

1.

Check for equipment issues Verify that all network equipment is powered on and operating as expected. Refer to
the QuickStart Guide for information about connecting your FortiGate to the network. You will also find detailed
information about the FortiGate LED indicators.The FortiGate has multiple LED lights on the faceplate. Verify
whether or not the LEDs on your FortiGate indicate a problem. For information on what the LEDs mean, see the
LED specifications on page 87

Check the physical network connections Check the cables used for all physical connections to ensure that they
are fully connected and do not appear damaged, and make sure that each cable connects to the correct device and
the correct Ethernet port on that device.

Verify that you can connect to the internal IP address of the FortiGate Connect to the GUI from the
FortiGate’s internal interface by browsing to its IP address. From the PC, try to ping the internal interface IP
address; for example, ping 192.168.1.99. If you cannot connect to the internal interface, verify the IP
configuration of the PC. If you can ping the interface but can't connect to the GUI, check the settings for
administrative access on that interface. Alternatively, use SSH to connect to the CLI, and then confirm that HTTPS
has been enabled for Administrative Access on the interface.

Check the FortiGate interface configurations Check the configuration of the FortiGate interface connected to
the internal network (under Network > Interfaces) and check that Addressing mode is set to the correct mode.

Verify the security policy configuration Go to Policy & Objects > IPv4 Policy and verify that the internal
interface to Internet-facing interface security policy has been added and is located near the top of the policy list.
Check the Active Sessions column to ensure that traffic has been processed (if this column does not appear, right-
click on the table header and select Active Sessions). If you are using NAT mode, check the configuration of the
policy to make sure that NAT is enabled and that Use Outgoing Interface Address is selected.

Verify the static routing configuration

Go to Network > Static Routes and verify that the default route is correct. Go to Monitor > Routing Monitor and
verify that the default route appears in the list as a static route. Along with the default route, you should see two
routes shown as Connected, one for each connected FortiGate interface.

Verify that you can connect to the Internet-facing interface’s IP address Ping the IP address of the Internet-
facing interface of your FortiGate. If you cannot connect to the interface, the FortiGate is not allowing sessions from
the internal interface to Internet-facing interface. Verify that PING has been enabled for Administrative Access on
the interface.

Verify that you can connect to the gateway provided by your ISP

Ping the default gateway IP address from a PC on the internal network. If you cannot reach the gateway, contact
your ISP to verify that you are using the correct gateway.

Verify that you can communicate from the FortiGate to the Internet

Access the FortiGate CLI and use the command execute ping 8.8.8.8.Youcan also use the execute
traceroute 8.8.8.8 command to troubleshoot connectivity to the Internet.

Verify the DNS configurations of the FortiGate and the PCs

Check for DNS errors by pinging or using traceroute to connect to a domain name; for example: ping
www.fortinet.com.

If the name cannot be resolved, the FortiGate or PC cannot connect to a DNS server and you should confirm that
the DNS server IP addresses are present and correct.

Confirm that the FortiGate can connect to the FortiGuard network Once the FortiGate is on your network, you
should confirm that it can reach the FortiGuard network. First, check the License Information widget to make sure
that the status of all FortiGuard services matches the services that you have purchased. Go to System

FortiOS Handbook Fortinet Technologies Inc.



Getting started

12.

13.

14.

15.

> FortiGuard. Scroll down to Filtering Services Availability and select Check Again. After a minute, the GUI
should indicate a successful connection.Verify that your FortiGate can resolve and reach FortiGuard at
service.fortiguard.net by pinging the domain name. If you can reach this service, you can then verify the connection
to FortiGuard servers by running the command diagnose debug rating. This displays a list of FortiGuard IP
gateways you can connect to, as well as the following information:

e Weight: Based on the difference in time zone between the FortiGate and this server

e RTT: Return trip time

e Flags: D (IP returned from DNS), | (Contract server contacted), T (being timed), F (failed)
e TZ: Servertime zone

e Curr Lost:Current number of consecutive lost packets

e Total Lost: Total number of lost packets

Consider changing the MAC address of your external interface Some ISPs do not want the MAC address of
the device connecting to their network cable to change. If you have added a FortiGate to your network, you may
have to change the MAC address of the Internet-facing interface using the following CLI command:
config system interface

edit <interface>

set macaddr <xXX:XX:XX:XX:!XX:!XX>

end

end

Check the FortiGate bridge table (transparent mode) When a FortiGate is in transparent mode, the unit acts like
a bridge sending all incoming traffic out on the other interfaces. The bridge is between interfaces on the FortiGate
unit. Each bridge listed is a link between interfaces. Where traffic is flowing between interfaces, you expect to find
bridges listed. If you are having connectivity issues and there are no bridges listed, that is a likely cause. Check for
the MAC address of the interface or device in question.To list the existing bridge instances on the FortiGate, use the
following CLI command:

diagnose netlink brctl name host root.b

show bridge control interface root.b host.

fdb: size=2048, used=25, num=25, depth=1

Bridge root.b host table

port no device devname mac addr ttl attributes

3 4 wanl 00:09:0f:cb:c2:77 88
wanl 00:26:2d:24:07:d3 0
wanl 00:13:72:38:72:21 98
internal 00:1la:a0:2f:bc:c6 ©
dmz 00:09:0£:dc:90:69 0 Local Static
wanl c4:2c:03:0d:3a:38 81
wanl 00:09:0£:15:05:46 89
wanl c4:2c:03:1d:1b:10 O
2 5 wan2 00:09:0f:dc:90:68 0 Local Static

Use FortiExplorer if you can’t connect to the FortiGate over Ethernet If you can’t connect to the FortiGate GUI
or CLI, you may be able to connect using FortiExplorer. Refer to the QuickStart Guide or see the section on
FortiExplorer for more details.

Either reset the FortiGate to factory defaults or contact Fortinet Support for assistance To reset the

FortiGate to factory defaults, use the CLI command execute factoryreset. When prompted, type y to confirm
the reset.

WwWwwRE S W w
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If you require further assistance, visit the Fortinet Support website.
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Resources

Here's a list of some resources you can check out next to help you get the most out of your newly installed and
configured FortiGate.

Best Practices

The Best Practices document is a collection of guidelines to ensure the most secure and reliable operation of FortiGates
in a customer environment. It is updated periodically as new issues are identified.

This document can be found at Best Practices.

The FortiOS 6.0 Cookbook

The FortiOS 6.0 Cookbook contains a variety of step-by-step examples of how to integrate a FortiGate into your network
and apply features such as security profiles, wireless networking, and VPN.

Using the Cookbook, you can go from idea to execution in simple steps, configuring a secure network for better
productivity with reduced risk.

The Fortinet Cookbook can be found here.
The Fortinet Video Library

The Fortinet Video Library contains video tutorials showing how to configure various Fortinet products, including
FortiGates.

The Fortinet Video Library can be found at https://video.fortinet.com. You can also subscribe to Fortinet's YouTube
channel.

The FortiOS Handbook

The FortiOS Handbook is the complete guide to FortiOS, covering a variety of FortiGate configurations. The Handbook
is available as a single complete document online. Handbook chapters are also available as standalone documents.

The FortiOS Handbook can be found at https://docs.fortinet.com/.

Fortinet Support

You can also contact Fortinet Support for assistanceat https://support.fortinet.com.
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Fortinet Security Fabric

The Fortinet Security Fabric is an end-to-end security solution that gives you control, integration, and easy management
of security across your entire organization. The Security Fabric provides an intelligent architecture that interconnects
discrete security solutions into an integrated whole to detect, monitor, block, and remediate attacks across the entire
enterprise attack surface.

This section is a complete reference guide for the Security Fabric, including an overview of what the Security Fabric is,
what devices are included in the Security Fabric and how they work together to secure your network, and how to
configure and manage the Security Fabric.
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Overview

The Fortinet Security Fabric provides a visionary approach to security that allows your organization to deliver intelligent,
powerful, and seamless security. Fortinet offers security solutions for endpoints, access points, network elements, the
data center, applications, cloud, and data, designed to work together as an integrated Security Fabric that can be
integrated, analyzed, and managed to provide end-to-end protection for your network. Your organization can also add
third-party products that are members of the Fabric-Ready Partner Program to the Security Fabric.
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All elements in the Security Fabric work together as a team to share policy, threat intelligence, and application flow
information. This collaborative approach expands network visibility and provides fast threat detection in real time and the
ability to initiate and synchronize a coordinated response, no matter which part of the network is being compromised.
The Security Fabric allows your network to automatically see and dynamically isolate affected devices, partition network
segments, update rules, push out new policies, and remove malware.

The Security Fabric is designed to cover the entire attack surface and provide you with complete visibility into your
network. It allows you to collect, share, and correlate threat intelligence between security and network devices, centrally
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manage and orchestrate policies, automatically synchronize resources to enforce policies, and coordinate a response to
threats detected anywhere across the extended network. The unified management interface provides you with
cooperative security alerts, recommendations, audit reports, and full policy control across the Security Fabric that will
give you confidence that your network is secure.

Benefits

The Fortinet Security Fabric offers many benefits, including the following.

Access security

The Security Fabric secures the access layer of your organization’s network. It integrates various access points in a
network, such as endpoints, applications, the cloud, and loT devices, regardless of their distribution, into an end-to-end
solution that covers all attack surfaces.

Secure access architecture extends coordinated security policies to the edge of the wired and wireless network, where
most vulnerabilities are targeted. It protects the access layer, guarding against data breaches and security threats from
both internal user devices and loT products.

Client security

Client security, through FortiClient, provides easy-to-manage, automated, fully customizable endpoint security for
various devices. FortiClient provides end-to-end threat visibility and control by natively integrating endpoints into the
security architecture and offers unified endpoint features, including compliance, protection, and secure access. It also
offers integrated patch management and vulnerability shielding to harden all endpoints.

FortiClient integrates with the Security Fabric to provide real-time actionable visibility to stop threats to your
organization’s network at the endpoints.

For more information about FortiClient, see http://www.forticlient.com/.

Application security

The Security Fabric protects your organization’s sensitive and proprietary data that is managed by applications, and
ensures the security and availability of your organization’s applications. It allows Fortinet application security products,
and those of third-party vendors, to work together to boost security across core networks, remote devices, and the cloud.
This provides your organization with a network architecture that is secure, aware, actionable, scalable, and open.

Fortinet's robust and integrated application security solution provides a complete end-to-end high-performance solution
that protects your organization’s valuable information by using a combination of Fortinet products which are deeply
integrated into the Security Fabric for direct communications. These products include web application firewalls for
application security, DDoS attack mitigation appliances for DDoS protection, advanced application delivery controllers
(ADCs) to meet the demands of secure application traffic, sandboxing to isolate malicious code for inspection, and email
security gateways that can detect and prevent email-borne threats from getting to your users.

126
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Cloud security

The Security Fabric is designed to extend deep into different cloud environments to ensure that policies are consistent
and enforced across all distributed resources. Within the unified security architecture, virtual firewalls can be deployed
across private, public, and hybrid clouds to establish north-south and east-west microsegmentation. The Security Fabric
weaves cloud applications into the broader environment, governed by seamless, universal security and compliance
policies and managed using transparent visibility across the entire attack surface. Combining Fortinet Cloud Security
with an existing enterprise firewall deployment extends the same powerful security, as well as the same intelligence and
dynamic risk mitigation to applications located either in the cloud or on-premise.

NOC and SOC security

Fortinet’s security operations center solution covers both IT and security risk management across your entire
organization. The solution is a comprehensive approach to managing risk that includes adaptive awareness of the threat
landscape, rapid local and global threat detection, reduced complexity in managing alerts and alarms, and reporting and
analytics so you can better understand how your organization’s risk profiles are being managed.

When Fortinet devices are unified into a Security Fabric, with compatible operating systems and shared intelligence, the
security operations solution also includes information from network elements beyond Fortinet devices. The solution
allows your network operations center (NOC) and security operations center (SOC) to share information, integrating and
cross-correlating the data from each operations center. This additional context, visibility, and focus breaks down the
barrier between your NOC and SOC, and gives you a comprehensive view across your entire Security Fabric so you can
quickly find and respond to threats.

Advanced threat intelligence

Fortinet’s Advanced Threat Protection (ATP) solution allows your organization to detect and mitigate against threats,
both known and unknown, and share that information locally to deliver a coordinated defense.

The ATP solution relies on many types of security technologies, products, and research applied from the network edge
through to endpoint devices. To deliver the most effective protection, they are integrated with other security elements
from the Enterprise Firewall and Cloud solutions to work together automatically, continuously handing off data from one
element to the next to identify, evaluate, and respond to attacks across the entire environment.

The ATP framework delivers end-to-end protection across the attack chain and consists of three elements: prevention,
detection, and mitigation, with continuous threat monitoring and analytics from FortiGuard Labs.

For more information about the Advanced Threat Protection Solution, see http://www.fortinet.com/atp.

Partner API

The Fortinet Fabric-Ready Partner Program is an interoperability program for technology alliance partners. Technology
alliance partners integrate their products with the Fortinet Security Fabric using Fortinet Security Fabric APIs. Their
products are then able to actively collect and share threat and mitigation information from one end of the security solution
to the other, which improves threat intelligence, enhances overall threat awareness, and broadens threat response.

Inclusion in the program means that Fabric-Ready Partners have collaborated with Fortinet and leveraged the Fortinet
Security Fabric APIs to develop and validate integrated end-to-end security solutions that are ready for deployment.
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The Fabric-Ready Partner Program allows Fortinet technology alliance partners to build on Fortinet products and
solutions which help your organization get even more value from your security deployment.

For more information about the Fortinet Fabric-Ready Partner Program, see

https://www.fortinet.com/partners/partnerships/alliance-partners.htmil
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Components

The Fortinet Security Fabric consists of various components that work together to form the Security Fabric that secures
your organization’s network. The following diagram shows an example Security Fabric that contains both required and

recommended Fortinet products:
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Devices in the Security Fabric

The Security Fabric implementation consists of:

» Required devices
 Recommended devices
¢ Optional devices

Required devices

The following table shows devices that are required in the Fortinet Security Fabric:
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Device Description

FortiGate FortiGate is a next-generation firewall (NGFW) that provides enterprise-class protection against

network, content, and application-level threats.
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Device Description

FortiGate devices are the core of the Security Fabric and can have one of the following roles in the
Security Fabric:
¢ Root FortiGate: The root FortiGate is the main component in the Security Fabric. It is
typically located on the edge of the network and connects the internal devices and networks
to the Internet through your ISP. From the root FortiGate, you can see information about the
entire Security Fabric from the Physical and Logical Topology pages in the Security Fabric
menu.
¢ Internal Segmentation Firewall (ISFW): After a root FortiGate is installed, all other
FortiGate devices in the Security Fabric act as ISFWs. An ISFW is a firewall that is located at
strategic points in your internal network, rather than on the network edge. This allows extra
security measures to be taken around key network components, such as servers that contain
valuable intellectual property. ISFW FortiGate devices create network visibility by sending
traffic and information about the devices that are connected to them to the root FortiGate.

FortiAnalyzer FortiAnalyzer collects, analyzes, and correlates log data from Fortinet devices throughout your
organization’s network, and allows you to view all firewall traffic and generate reports from a single
console.

FortiAnalyzer gives you increased visibility into your organization’s network and simplifies network
logging by storing and displaying all log information in one place. It provides centralized monitoring
and awareness of threats, events, and network activity by collecting and correlating logs from
Security Fabric devices, such as FortiGate, FortiClient, FortiSandbox, FortiWeb, and FortiMail.
This gives you a deeper and more comprehensive view across your entire Security Fabric. You
can use the robust security alert information and real-time threat intelligence that FortiAnalyzer
provides to quickly identify and respond to security threats across your organization’s network.

Recommended devices

The following table shows devices that Fortinet recommends you have in the Fortinet Security Fabric:

Device Description

FortiAP FortiAP is a wireless access point that provides integrated, secure, identity-driven wireless LAN
access for your organization’s network.
You can add FortiAP devices to extend the Security Fabric to your wireless devices. Devices
connected to a FortiAP appear in the Physical and Logical Topology pages in the Security Fabric
menu.

FortiClient FortiClient adds endpoint control to devices that are located in the Security Fabric, allowing only
traffic from compliant devices to flow through the FortiGate. This is done through FortiClient
compliance profiles.

In the Security Fabric, FortiClient compliance profiles are applied by the first FortiGate that a
device’s traffic flows through. This is often an ISFW FortiGate. Device registration and on-net
status information for a device that is running FortiClient appears only on the FortiGate that
applies the FortiClient profile to the device.

FortiClient EMS FortiClient Enterprise Management Server (EMS) is a security management solution that
provides scalable and centralized management of multiple endpoint devices.
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Device Description

FortiClient EMS is used in the Security Fabric to provide visibility across your network, to
securely share information, and assign security profiles to endpoints.

FortiMail FortiMail is a secure email gateway that uses various threat prevention methods, including
antispam, antimalware, sandboxing, and anomaly detection.

FortiMail integrates with other Fortinet products, as well as third-party virtual and cloud
platforms, to help establish a seamless Security Fabric across the entire attack surface. FortiMail
anti-spam processing helps offload other devices in the Security Fabric that would typically carry
out this process.

FortiManager FortiManager is an easy-to-use, single pane of glass management console, that gives you total
visibility, full control, and complete protection of your organization’s network.

Using the FortiManager in the Security Fabric allows you to simplify the network management of
devices in the Security Fabric by centralizing management access in a single device. This allows
you to easily control the deployment of security policies, FortiGuard content security updates,
firmware revisions, and individual configurations for devices in the Security Fabric.

e FortiSandbox is an advanced threat protection appliance that improves your security
architecture by identifying and validating threats in a separate, secure environment.

You can add FortiSandbox to your Security Fabric to improve security with sandbox inspection.
Sandbox integration allows FortiGate devices in the Security Fabric to automatically receive
signature updates from FortiSandbox and add the originating URL of any malicious file to a
blocked URL list.

FortiSwitch FortiSwitch is a secure access switch that can be integrated into the Fortinet Security Fabric
through the FortiLink protocol. FortiLink allows FortiSwitch ports to become logical extensions of
the FortiGate. This allows the FortiGate to auto-discover a connected FortiSwitch for
provisioning, including the attachment of policy to ports or VLANs. With an integrated access
layer, the FortiGate provides consolidated visibility and reporting with Physical and Logical
Topology views of the Security Fabric in the Security Fabric menu.

You can add a FortiSwitch to the Security Fabric when it is managed by a FortiGate within the
Security Fabric, and connected to an interface that uses FortiTelemetry.

Devices connected to the FortiSwitch appear in the Physical and Logical Topology pages in the
Security Fabric menu, and security features, such as FortiClient compliance profiles, are applied
to them.

FortiWeb FortiWeb is a web application firewall that protects hosted web applications from attacks that
target known and unknown exploits.

In the Security Fabric, FortiWeb defends the application attack surface from attacks that target
application exploits. You can also configure FortiWeb to apply web application firewall features,
virus scanning, and web filtering to HTTP traffic to help offload other devices in the Security
Fabric that would typically carry out these processes.

Optional devices

The following table shows devices that are optional in the Fortinet Security Fabric:
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Device Description

Other Fortinet Many other Fortinet products can be added to the Security Fabric, including FortiAuthenticator,
products FortiToken, FortiCache, and FortiSIEM.

Third-party Third-party products that belong to the Fortinet Fabric-Ready Partner Program.

products
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Configuration

This section contains information about how to configure a Fortinet Security Fabric:

« FortiGate, FortSwitch, and FortiAP
o FortiAnalyzer

» FortiSandbox

o FortiManager

o FortiClient EMS

System requirements

To set up the Security Fabric in FortiOS 6.0, the devices that you want to include in the Security Fabric must meet the
Product Integration and Support requirements in the FortiOS Release Notes.

Some features of the Security Fabric are available only in certain firmware versions and models. Not all FortiGate
models can run the FortiGuard Security Rating Service if they are the root FortiGate in a Security Fabric. For more
information, see the Special Notices in the FortiOS Release Notes.

For more information about upgrading the Security Fabric to version 6.0, see the Fortinet Security Fabric Upgrade guide.

Prerequisites

« Determine which devices you want to have in the Security Fabric.

« If devices are not already installed in your network, complete basic installation and configuration tasks by following
the instructions in the device documentation.

» Disable virtual domains (VDOMSs) on all FortiGate devices that you want to add to the Security Fabric.
» Configure all FortiGate devices that you want to add to the Security Fabric to use NAT mode.

FortiGate, FortSwitch, and FortiAP

To form the Security Fabric, you configure the root FortiGate and then the ISFW FortiGate devices. Although you can
configure any of the FortiGate devices in the Security Fabric to be the root FortiGate, you typically configure the edge
FortiGate as the root FortiGate. This setup allows you to view the full topology of the Security Fabric from the top down.

The following procedures include configuration steps for a typical Security Fabric implementation, where the root
FortiGate is the edge FortiGate and the ISFW FortiGate devices are all FortiGate devices that are downstream from the
root FortiGate.

Adding devices to the Security Fabric

You can easily and securely allow FortiGate, FortiAP and FortiSwitch to join the Security Fabric without sharing the
password of the root FortiGate. You can authorize these device serial numbers from the root FortiGate or allow the
device to join by request. New authorization requests include the serial number of the device, the device IP address, and
a list of High Availability (HA) members.

HA members can contain up to four serial numbers and this list is used to ensure that, in the event of failover, the
secondary FortiGate is still authorized.
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After a FortiGate or FortiWiFi joins the Security Fabric, any connected FortiAP or FortiSwitch automatically appears in

the topology. You can then authorize these additional devices from the FortiGate or FortiWiFi they're connected to or the
root FortiGate.

Pre-authorizing the downstream FortiGate

When you add the serial number of a Fortinet device to the trusted list on the root FortiGate, the device can join the
Security Fabric as soon as it connects. After you authorize the new FortiGate, additional connected FortiAP and

FortiSwitch devices automatically appear in the topology tree. From the topology tree, it's easier for you to authorize
them with one click.

To pre-authorize a FortiGate:

1. Connect to the root FortiGate and go to Security Fabric > Settings.

2. Toenable FortiTelemetry on the interface that connects to the new downstream FortiGate, add the interface to the
list of FortiTelemetry enabled interfaces.

3. Beside Pre-authorized FortiGates, select Edit. Add a new FortiGate to the list, using the device's serial number.

4. Connect to the FortiGate you're adding to the Security Fabric and set the following settings on the Security Fabric
> Settings page:

FortiGate Telemetry Enable FortiGate Telemetry.

Connect to upstream Enable Connect to upstream FortiGate.

FortiGate

FortiGate IP Enter the IP address of the root FortiGate or upstream FortiGate you're

connecting to.

Apply Select Apply.

5. Connect to the root FortiGate. Open the Security Fabric > Settings page and verify that the FortiGate that you
added appears in the Security Fabric Topology.

Joining the Security Fabric by device request

Your device can request to join the Security Fabric from another FortiGate. However, you must have the group name
and the IP address of the root FortiGate. The administrator of the root FortiGate in the Security Fabric must also
authorize your device before it can join the Security Fabric.

The root FortiGate must already have FortiTelemetry enabled on the interface that the device is connecting to.

To enable FortiTelemetry on an interface, go to Network > Interfaces and edit the interface that connects to the
FortiGate or FortiWiFi you are authorizing. Under Administrative Access, enable FortiTelemetry. For best practices,
under Networked Devices, you can also enable Device Detection.

To join the Security Fabric by device request - GUI:

Connect to the unauthorized FortiGate or FortiWiFi, and go to Security Fabric > Settings.
From the Security Fabric Settings page, enable FortiGate Telemetry.

To connect, enable Connect to upstream FortiGate.

Set the FortiGate IP to the IP address of the upstream FortiGate.

Ao b=
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5. Connect to the upstream FortiGate and go to Security Fabric > Settings. The new FortiGate appears in the
Topology as unauthorized.
6. To authorize, click on the unauthorized FortiGate and select Authorize.

You can also allow other Fortinet devices to join the Security Fabric. You can authorize both FortiAP and FortiSwitch in
the Security Fabric with one click. When you connect a FortiAP or FortiSwitch to an authorized FortiGate or FortiWiFi,
the device automatically appears in the topology tree.

To authorize FortiAP and FortiSwitch devices

1. The topology tree is in the Security Fabric Settings page and in the Security Fabric Status widget on the Dashboard
page. From either widget, click on the grayed out device icon to authorize or deauthorize it. Authorized devices turn
blue and unauthorized products disappear from the topology tree.

2. Connect to the upstream FortiGate that the FortiAP or FortiSwitch is connected to.

Note: You can also deauthorize FortiMail from the topology tree, however you must initially authorize FortiMail in the
Security Fabric > Settings menu.

Deauthorizing a device

You can deauthorize a device to remove it from the topology tree widget in the Security Fabric Settings page and in the
Security Fabric Dashboard.

To deauthorize a FortiGate or FortiWiFi from the root FortiGate - GUI:

1. Connect to the root FortiGate.
2. Todeauthorize the serial number of a trusted FortiGate or FortiWiFi, enter the following CLI commands:
config system csf
edit <name>
config trusted-list
edit <serial-number>
set action deny
end
end
end

To leave the Security Fabric from a downstream FortiGate or FortiWiFi

1. Connect to the FortiGate or FortiWiFi that you want to deauthorize, and go to Security Fabric > Settings.
2. Disable FortiGate Telemetry.
3. Apply your changes.

To deauthorize a FortiSwitch, FortiAP, or FortiMail - GUI:

1. Connect to the upstream FortiGate and go to Security Fabric > Settings to see the topology. Alternatively, you can
use the Security Fabric topology widget located in Dashboard > Main.

2. Click on the device and select Deauthorize. This removes the device from the topology tree.

After deauthorization, the serial numbers of the rejected device are saved in a trusted list that's available only in the CLI.
You can view the trusted list using the show system csf command. The following example shows how the
deauthorized FortiSwitch (from the image above) appears in the t rusted-11 st with the action set to deny.
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Syntax

show system csf

config system csf

set status enable
set group-name "Office-Security-Fabric"
set group-password ENC 1Z2X345V678
config trusted-list

edit "FGT6HD391806070"

next

edit "S248DF3X17000482"

set action deny

next

end

end

Add FortiAnalyzer to the root FortiGate of the Security Fabric

o bd-=

In the root FortiGate GUI, select Security Fabric > Settings.

In the Security Fabric Settings page, enable FortiGate Telemetry.

FortiAnalyzer Logging is automatically enabled.

In the IP address field, enter the IP address of the FortiAnalyzer that you want the Security Fabric to send logs to.If
you select Test Connectivity, and this is the first time that you are connecting the FortiGate to the FortiAnalyzer,
you will receive an error message because the FortiGate has not yet been authorized on the FortiAnalyzer. You can
configure this authorization when you configure the FortiAnalyzer.

In the Upload option field, select the option for how often you want the FortiGate to send logs to the FortiAnalyzer.
If you want log transmissions encrypted, enable the Encrypt log transmission option. The log transmissions are
encrypted using SSL.

Select Apply.

Additional CLI commands

You can use the following diagnose commands to view pending authorization requests, accept or deny authorization
requests, or troubleshoot commands.

To view pending authorization requests on the root FortiGate - CLI:

diagnose sys csf authorization pending-list

To accept or deny authorization requests to join the Security Fabric - CLI:

diagnose sys csfd authorization {accept | deny} <serial-number-value>

where serial-number-value is the serial number of the device that has sent an authorization request to join the
Security Fabric.

To view downstream device information - CLI:

diagnose sys csf downstream
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FortiAnalyzer

To set up data collection for the Security Fabric, you enable device detection on ISFW FortiGate devices and then
connect the FortiAnalyzer to the Security Fabric.

You enable device detection on the interfaces of the ISFW FortiGate devices where you want the devices attached to
those interfaces added to the Security Fabric. Only devices detected on those interfaces are shown in the Security
Fabric topology views.

Connecting the FortiAnalyzer to the Security Fabric allows the Security Fabric to show historical data for the Security
Fabric topology and logs for the entire Security Fabric.

Enable device detection on ISFW FortiGate devices

In the ISFW FortiGate GUI, select Network > Interfaces.

Select the interface that you want to enable device detection on.

Select Edit and in the Networked Devices section, enable Device Detection.
Select OK.

Repeat this procedure for every interface that you want to enable device detection on.

ok oN-=

Desynchronizing the FortiAnalyzer, FortiSandbox, and FortiManager

If you want to add devices manually, you can edit the Source IP for downstream FortiGate devices in the Central
Management settings. The Central Management settings are located in Security Fabric > Settings. However, if you
change the Source IP, you must change the log settings to 1ocal.

If you don't want to automatically synchronize the configurations for FortiAnalyzer, FortiSandbox, and FortiManager, you
can change the default system settings of the Security Fabric to use local settings.

To use local system settings - CLI:

config system csf
set configuration-sync local
end

Where you set the following variables:

Option Description

default Synchronizes the configuration for FortiAnalyzer, FortiSandbox, and
Central Management to the root FortiGate.

Doesn't synchronize the configuration with the root FortiGate, and you
must configure settings individually.

local

Connect the FortiAnalyzer to the Security Fabric

Ensure that all FortiGate devices in the Security Fabric are registered with the same
FortiAnalyzer.
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10.

1.

You can verify that the FortiAnalyzer configuration is successful by selecting Security Fabric > Settings on the root and

o oON-=

In the FortiAnalyzer GUI, select System Settings > Network.
Select All Interfaces.

Select the port that connects to the root FortiGate.

Select Edit.

In the IP Address/Netmask field, enter the IP address used for the Security Fabric configuration on the root
FortiGate.

In the Default Gateway field, enter the IP address of the interface on the root FortiGate that the FortiAnalyzer
connects to.

Select OK.

Select System Settings > Device Manager.The FortiGate devices are listed as Unregistered.

Select the root FortiGate and the ISFW FortiGate devices in the Security Fabric.

Select + Add Device.The FortiGate devices are now listed as Registered.A warning icon will appear beside the

root FortiGate, because the FortiAnalyzer requires administrative access to the root FortiGate in the Security
Fabric.

In the Authentication window, complete the Admin User and Password fields to authenticate the Security
Fabric.After the FortiAnalyzer authenticates the Security Fabric, the FortiAnalyzer shows the full Security Fabric
topology.

ISFW FortiGate devices. The Storage usage field in the FortiAnalyzer Logging section should now show storage
usage information.

138
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? Itis recommended that you create a user account for the FortiAnalyzer.

FortiSandbox

The Security Fabric supports both FortiSandbox Appliance and FortiSandbox Cloud. To use FortiSandbox Cloud, you

must first activate a FortiCloud account.

To use FortiSandbox in a Security Fabric, you connect the FortiSandbox to the Security Fabric and then configure an
antivirus profile to send files to the FortiSandbox. You can also use sandbox inspection in web filtering and FortiClient

compliance profiles.

Connect the FortiSandbox to the Security Fabric

You configure FortiSandbox settings on the root FortiGate in the Security Fabric. After you configure these settings, the

root FortiGate pushes them to the other FortiGate devices in the Security Fabric.

1.

FortiOS Handbook
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On the root FortiGate, go to Security Fabric > Settings.

Enable Sandbox Inspection.

Select either FortiSandbox Appliance or FortiSandbox Cloud.

If you're using a FortiSandbox Appliance, set Server to the IP address for the FortiSandbox.
Select Apply.

On the FortiSandbox, go to Scan Input > Device.

Edit the root FortiGate.
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8. Under Permissions & Policies, select Authorized.
9. Select OK.
10. Authorize the other FortiGate devices in the Security Fabric.

Configure antivirus profiles

1. Goto Security Profiles > AntiVirus.
2. Create a new profile, edit an existing profile, or clone and edit an existing profile.

3. Under Inspection Options, set Send Files to FortiSandbox Appliance/Cloud for Inspection to All Supported
Files.

4. Enable Use FortiSandbox Database.
5. Select OK.

Configure web filter profiles

Go to Security Profiles > Web Filter.

Create a new profile, edit an existing profile, or clone and edit an existing profile.

Under Static URL Filter, enable Block malicious URLs discovered by FortiSandbox.
Select OK.

Ao bdh-=

Configure FortiClient compliance profiles

Go to Security Profiles > FortiClient Compliance Profiles.

Create a new profile, edit an existing profile, or clone and edit an existing profile.
Enable Security Posture Check.

Enable Realtime Protection and Scan with FortiSandbox.

Select OK.

o b oON-=

FortiManager

When you add a FortiManager to the root FortiGate in the Security Fabric, it automatically synchronizes with any
connected Security Fabric devices that are downstream. To add FortiManager to the Security Fabric, you must configure
central management on the root FortiGate. Once you configure these settings, the root FortiGate pushes them to the
other FortiGate devices in the Security Fabric. The FortiManager must have Internet access.

The following steps also ensure that the FortiGate can receive antivirus and IPS updates and allow remote management
through the FortiManager system or FortiCloud service. The FortiManager device provides remote management of a
FortiGate over TCP port 541. You must enable the FortiGate management option so the FortiGate can accept
management updates to firmware and FortiGuard services.

Registering a FortiGate ensures that it receives updates to FortiGuard services. It also gives you access to technical
support. To register the FortiGate, visit the Fortinet Support website.

To add a FortiManager to the root FortiGate - GUI:

1. Onthe root FortiGate, go to Security Fabric > Settings.
2. Enable Central Management.
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In the Type field, select FortiManager.
Enter the IP/Domain Name for the FortiManager.
Select Apply.

On the FortiManager, go to Device Manager. The FortiGate devices in the Security Fabric are listed as
Unregistered Devices.

Select the FortiGate devices, then select +Add.
8. Select OK.

A
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To configure the FortiGate - CLI:

config system central-management

set type fortimanager

set fmg {<IP_address> | <FQDN_ address>}
end

FortiClient EMS

You can configure endpoint control for your Security Fabric using FortiClient Endpoint Management System (EMS).

Ay
‘Q' If you disable the FortiClient Endpoint Management System (EMS) option found on the

Security Fabric > Settings page, it deletes all previously configured EMS server entries.

To configure an EMS Server - GUI:

1. To enable endpoint control, go to System > Feature Visibility and under Security Features, enable Endpoint
Control. The FortiClient Endpoint Management System (EMS) section appears in the Security Fabric > Settings
page.

2. Goto Security Fabric > Settings and enable FortiClient Endpoint Management System (EMS).

3. Select the + to add it and enter the following:

Name Enter the name of the EMS server.

Address Select the FortiClient EMS address from the drop-down menu or select the
+ to create a new IP address or hostname.

Serial Number Enter the serial number.

REST API Calls Select Disable or Authentication.

If you select Authentication,you can set the authentication type to Windows
or LDAP. Then you can enter the Admin user,which must be a user with
admin rights, and Password.

You can add a maximum of 16 EMS Servers.
4. Apply your changes.

To configure endpoint control settings - CLI:
config endpoint-control settings

set forticlient-ems-rest-api-call-timeout <value>
end
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where the value is set between 500 to 30000 milliseconds (default of 5000).

To configure a FortiClient Enterprise Management server - CLI:

config endpoint-control forticlient-ems
edit 1
set address <firewall-address-name>
set serial-number <FortiClient-EMS-serial-number>
set listen-port <listen-port-number>
set upload-port <upload-port-number>
set rest-api-auth <FortiClient-EMS-REST-API-authentication>
next
end

where the following values are set to:

Variable Description

listen-port- Set the listening port between 1 and 65535. The default port is 8013.
number

upload-port- Set the uploading port between 1 and 65535. The default port is 8014.
number

To configure FortiClient registration synchronization settings - CLI:

config endpoint-control forticlient-registration-synch
edit <default-name>
config {forticlient-winmac-setting | forticlient-android-settings | forticlient-ios-
settings}
next
end

To configure FortiClient endpoint control profiles - CLI:

config endpoint-control profile
edit <profile-name>

config {forticlient-winmac-setting | forticlient-android-settings | forticlient-ios-
settings}
set forticlient-ems-entries <FortiClient-EMS-entry-name>
next
end

For information about further information about FortiClient EMS, see the FortiClient EMS Administration Guide.

Troubleshooting

The following commands can be useful for testing FortiClient EMS settings, including: signing in or out of FortiClient
EMS, quarantining clients using EMS REST API, and adding quarantine calls to the queue. For additional
troubleshooting commands, see the FortiOS CLI Reference.

e diagnose endpoint forticlient-ems-rest-api signin <FortiClient-EMS-entry-name>
e diagnose endpoint forticlient-ems-rest-api signout <FortiClient-EMS-entry-name>

e diagnose endpoint forticlient-ems-rest-api quarantine-by-ipv4 <ipv4> <FortiClient-
EMS-entry-name>
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e diagnose endpoint forticlient-ems-rest-api unquarantine-by-ipv4 <ipv4>
<FortiClient-EMS-entry-name>

e diagnose endpoint forticlient-ems-rest-api queue-quarantine-ipv4 <ipv4-address>
[,<ipv4-address>...] To add multiple entries, separate the entries by a comma (no spaces).

¢ diagnose endpoint forticlient-ems-rest-api queue-unquarantine-ipv4 <ipv4>[,<ipvé4-
address>...] To add multiple entries, separate the entries by a comma (no spaces).

e diagnose debug application fcnacd ems <integer>
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Once you set up the Security Fabric, there are various Security Fabric features that you can use to improve your network

security, including the following:

o Dashboard widgets
o Topology
o Security Rating

Dashboard widgets

You can add Security Fabric widgets to the dashboard on the root FortiGate. There are three widgets available: the
Security Fabric Status widget, the Security Rating widget, and the FortiMail Statistics widget. The widgets allow you to
see information about the status of the Security Fabric when you first log in to the FortiGate.

If any of these widgets do not appear on your dashboard, you can add them using the od settings button in the bottom
right corner. On the root FortiGate, select Dashboard > Main and the settings button appears when your mouse hovers
over any part of the dashboard. Select Add Widget and under Security Fabric, click to add the widget.

The Security Fabric Status widget

The Security Fabric Status widget shows a visual summary of many of the devices in the Security Fabric. You can hover
over the icons at the top of the widget to get a quick view of the status of the Security Fabric, including the status of
FortiTelemetry and devices in the Security Fabric. You can click to authorize FortiAP and FortiSwitch devices that are

connected to an authorized FortiGate.

Security Fabric: Office-Security-F: ¥

if @58 £ 8«

g0 Edge2-Primary
~[l Accounting2
~[ Marketing2

I Sales2

..... ) FP221B3X13019600

() FP221C3X16004278

~[E FortiMail

The widget shows the following information:
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o The name of your Security Fabric
« Icons indicating the other Fortinet devices that can be used in the Security Fabric:
» Devices in blue are connected in your network
» Devices in gray are unauthorized devices that are connected in your network.
« Devices in red are not detected in your network, but are recommended for the Security Fabric.
« An attention icon shows a FortiGate or FortiWiFi waiting for Authorization.
« The names of the FortiGate devices in the Security Fabric

The Security Rating widget

The Security Rating widget shows the latest Security Rating for your Security Fabric. You can configure the widget to
show either how your organization’s Security Fabric rating compares to the ratings of other organizations that belong to
the same industry as your organization or all industries. Your organization's industry is determined from your FortiCare
account. You can also configure the widget to either show scores that are specific to your organization’s region or all
regions. The widget shows the Security Rating score by percentile. To receive a Security Rating score, all FortiGate
devices in the Security Fabric must have a valid Security Rating License.

Security Ratin

o

FortiMail Stats widget

The FortiMail Stats widget shows mail detection statistics from FortiMail. You can configure the widget to show statistics
from a FortiMail in your Security Fabric. If you have more than one FortiMail in your Security Fabric, you can add
additional FortiMail Stats widgets to the Dashboard.

This widget shows both the total number and percentage of email messages that the FortiMail identifies as belonging to
non-spam, spam, and virus categories. You can filter the statistics by time period, such as the number of messages per
year, per month, and per hour.
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FortiMail Stats - & FortiMail  Totalr  §
Total 100
MNon-spam 92 (92%)
Spam 7 (7%)
Virus 1(1%)

Topology

You can see the Security Fabric topology in the FortiGate GUI, in the Security Fabric menu. You can choose the
Physical Topology or Logical Topology views. In both topology views, you can hover over device icons and use filtering
and sorting options to see more information about devices and your organization's network. To view the complete
network, you must access the topology views on the root FortiGate in the Security Fabric.

You can also see the Security Fabric topology in the FortiAnalyzer GUI. In the FortiAnalyzer GUI, select Device
Manager. The FortiGate devices in the Security Fabric are shown as part of a Security Fabric group. An asterisk (*)
appears beside the root FortiGate in the Security Fabric. To see the topology of the Security Fabric, right-click on the
Security Fabric group and select Fabric Topology.Only Fortinet devices are shown in the Security Fabric topology
views. The following image shows the FortiAnalyzer GUI.

] 5
= Device Manager v

Cxm 4 Devices 1 Devices 0 Devices

Total Unregistered Log Status Down

4+ Add Device [# Edit W Delete § More~ 5 Column Settings ~

O A Device Name IP Address Platform Logs

O =% Office-Security-Fabric h Secu r|ty Fabric Grou P

O 0 Accounting 192.168.65.2 FortiGate-140E-PUE & ® Real Time
O stz Edge” h Root 192.148.65.2 FortiGate-600D & ® Real Time
a 2 Marketing 192.168.65.2 FortiGate-81E-POE & ® Real Time
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The WAN cloud icon, in the Physical and Logical Topology views, allows you to receive destination data from the
following options in the drop-down menu: Internet, owner IP address, and country/region. These options are available
only in the Physical Topology view, when you select Device Traffic in the menu in the top right corner.

When you set the WAN cloud icon to Owner, the destination hosts are simplified to a fixed size donut chart. This chart
shows the percentage division between Internal hosts (with private IP addresses) and Internet hosts. To see which color
represents each host, hover over either color. To zoom in on the total number of hosts, click on the donut graph. To see
more data for owner details in FortiView > Destinations, right-click and select Destination Owner Details. You can

see the Internet Hosts in the screen shot below.

HA Active-Passive

3

Total Hosts

=m

EdzeZ-Primary

Edze2-Backup

1 Destination Owner Details

COwner ~

Switch stacking

FortiAP and FortiSwitch links are enhanced in the Security Fabric’s Logical and Topological views to show Link
Aggregation Groups for the Inter-switch Link (ISL-LAG). This makes it easier to identify which links are physical links and
which links are ISL-LAG. To quickly understand connectivity when you look at multiple link connections, ISL-LAG is
identified with a thicker single line. To identify ISL-LAG groups with more than two links, you can also look at the port

endpoint circles as references.
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FortiAP and FortiSwitch integrations

You can see newly discovered FortiAP devices and FortiSwitches in the Security Fabric Topology widget as grayed-out
icons, and you can click on any discovered device to authorize it. Once it's authorized, the device icon changes to blue.

The following image shows the Security Fabric Topology widget.

) Edge-Primary

----- = FortiMail

5248DF3X17000482

""" [ Accounting

----- [I]] Marketing

~() FP221B3X1301960¢
() FP221C3X1600427
../ F140EP4Q17000089

@ Authorize

The following image shows the same device in the Physical and Logical Topology views.

— =
Marketing2 Sales?
()
FP221B3X1301%600
()
FP221C3X16004275

For an authorized FortiAP, you can right-click to: either Deauthorize or Restart the device. For an authorized
FortiSwitch, you can choose from the following management options: Deauthorize, Connect to CLI, Restart or

Upgrade.

You can hover over the icon to show the device tooltips. Device tooltips show the connection status and firmware
version. FortiSwitch also includes the faceplate and includes the physical port name and number of any devices
connected to the FortiSwitch. The following image shows a FortiSwitch device tooltip.
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Distinguishing client traffic from server traffic

The Physical and Logical Topology view shows servers and server clusters as rounded square shapes instead of
bubbles, and they are grouped separately from endpoint devices to allow you to easily distinguish server traffic from
other client traffic. Devices are grouped by device type. For example: Android phones, Apple phones, and Windows
PCs.

Identifying compromised hosts from the topology views

To view compromised hosts on your network and identify threats based on severity, you can click the Compromised
Hosts icon in the Physical and Logical Topology views. To filter the compromised hosts by Device Traffic, Device
Count or IOC Score, you must set the Bubble Option, located in the top-right corner. The host bubbles show different
colors based on the I0C severity level. Confirmed threats appear in an actionable top-down list, located on the right side
of the GUI, arranged based on threat severity.

The FortiAnalyzer in the Security Fabric retrieves the detected Indicators of Compromise (I0Cs) from FortiGuard
services. You can also view compromised host information in the FortiAnalyzer, in FortiView > Threats
> Compromised Hosts.

View the Physical Topology

The Physical Topology view shows the devices in the Security Fabric and the devices they are connected to. You can
also select whether or not to view access layer devices in this topology.

To see the Physical Topology, in the root FortiGate GUI, select Security Fabric > Physical Topology.
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The Physical Topology view displays your network as a bubble chart of interconnected devices. These devices are
grouped based on the upstream device they are connected to. The bubbles appear smaller or larger, based on their
traffic volume. You can double-click any bubble to resize it and view more information about the device.

FortiGate devices and other networking devices are depicted as boxes. You can hover over the icon for each FortiGate
to see information, such as serial number, hostname, and firmware version. You can hover over the bubbles of other
devices to see information about them, such as name, IP address, and traffic volume data.

You can click the Compromised Hosts icon A , to view compromised hosts on your network and identify threats
based on severity.

Security Fabric Rating recommendations are also shown in the topology, beside the icon of the device the
recommendations apply to.

View the Logical Topology

The Logical Topology view is similar to the Physical Topology view, but it shows the network interfaces, logical or
physical, that are used to connect devices in the Security Fabric.

To see the Logical Topology, in the root FortiGate GUI, select Security Fabric > Logical Topology.

The Logical Topology view displays your network as a bubble chart of network connection points. These devices are
grouped based on the upstream device interface they are connected to. The bubbles appear smaller or larger, based on
their traffic volume. You can double-click any bubble to re-size it.

FortiGate devices and other networking devices are depicted as boxes. You can hover over the icon for each FortiGate
to see information, such as serial number, hostname, and firmware version. You can also see each FortiGate interface
that has upstream and downstream devices connected to it. You can hover over the name of an interface to see its IP
address, network (subnet), and role.
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You can click the Compromised Hosts icon A , to view compromised hosts on your network and identify threats
based on severity

Security Fabric Rating recommendations are also shown in the topology, beside the icon of the device the
recommendations apply to.

Filter the topology views by specific criteria
You can use filters to narrow down the data on the topology views, so you can find specific information.

Search

In the drop-down menu to the right of the Search field, select one of the following:

o Device Traffic
« Device Count
» Device Type
o Vulnerability
» Threat Score
o I0OC Score

» No Device

Time period

To filter the view by time, in the time period drop-down menu, select one of the following:

e now
e 5 minutes
« 1hour

e 24 hours
e 7days

Traffic options

To sort the topology by traffic options, in the Sort By drop-down menu, select one of the following:

» Bytes (Sent/Received)
« Packets (Sent/Received)
« Bandwidth

» Session

Using the Search bar to find information in the topology views

The search bar, located above the Physical and Logical Topology views, can help you easily find what you're looking for
in the network topology and quickly resolve security issues. For example, you can search for unauthorized hosts and
then decide which devices to authorize or remove from your network. The search highlights devices that match your
search criteria, and grays out devices that don't match.
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To see a list of items that you can search for, mouse over the search bar and a tooltip appears that shows Searchable
Information list, organized by host and by Fortinet device type. You can search for the following:

o For hosts, you can search for host information, such as status, host name, and server.

» For FortiGate, you can search for device information, such as serial number, host name, and management IP
address.

« For FortiSwitch and FortiAP, you can search for device information, such as serial number, name and OS version.

Security Rating

You can run a Security Fabric Rating to analyze your organization's Security Fabric deployment, identify potential
vulnerabilities, and highlight best practices that you can use to improve the overall security and performance of your
organization's network.

The Security Fabric Rating performs a variety of checks when it analyzes your network. All checks are based on your
current network configuration, using real-time monitoring. The check runs across all FortiGate devices in the Security
Fabric.

When the check is complete, a list of recommendations is shown. Two views are available: Failed or All Results. You can
filter these views further in order to view results from a specific FortiGate or all FortiGate devices. Each view has a chart
that shows the results of individual checks, and includes the name and a description of the check, which FortiGate the
check was performed on, the impact of the check on the overall security score, and recommendations. If you hover over
the result for a check, you can see a breakdown of how the score was determined.

You can choose to automatically apply the recommendations that include the Easy Apply option. By using Easy Apply,
you can change the configuration of any FortiGate in the Security Fabric. Further action is required if you want to follow
other recommendations.

You can also view recommendations for specific devices in the Physical and Logical Topology views in the Security
Fabric menu. If a recommendation is available for a device, a circle containing a number appears. The number shows
how many recommendations are available. The color of the circle shows the severity of the highest check that failed. The
following table shows the severity that each color represents:

Color Severity

Red Critical
Orange High
Yellow Medium
Blue Low

For more information about the Security Fabric Rating, and details about each of the checks that are performed, see the
Fortinet Recommended Security Best Practices document.

Run a Security Fabric check

You must run the Security Fabric Rating check on the root FortiGate in the Security Fabric.

1. Inthe root FortiGate GUI, select Security Fabric > Security Rating. Click Show Topology to view all FortiGate
devices in the Security Fabric.
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2. Torun the check, select Run Now. The check runs. When it completes, it shows the following information:
» The Security Rating Score field shows the score for your Security Fabric

« The page shows the overall count of how many checks passed or failed, with the failed checks divided by
severity

« Information about each failed check, including which FortiGate failed the check, the effect of the check failure
on the security score, and recommendations to fix the issue

« The Easy Apply option appears with recommendations that can be automatically applied by the wizard
3. Tomove to the Easy Apply option page, select Next.
4. Select all recommendations that you want to implement in the Security Fabric.
5. Select Apply Recommendations.

Al
‘Q' Not all FortiGate models can run the FortiGuard Security Rating Service if they are the root

FortiGate in a Security Fabric.

Security Fabric Rating license

The Security Rating license is a FortiGuard service and you must purchase a license to access to all the latest features.
Security audit checks from FortiOS 5.6 will continue to run, but the following new upgrades are available only when you
purchase a Security Rating license:

» Receive FortiGuard updates.

» Run Security Rating checks across each licensed device or all FortiGates in the Security Fabric from the Root
FortiGate.

+ New 6.0 Rating checks

» Submit rating scores to FortiGuard and receive Security Rating scores from FortiGuard for ranking customers by
percentile.

For more information, see the Fortinet Recommended Security Best Practices document.

Opt out of customer ranking service

You can opt out of submitting Security Rating scores to FortiGuard.

If you opt out of from submitting your network's Security Rating scores, you won't be able to see how your organization's
scores compare with the scores of other organizations. Instead, an absolute score is shown.
To disable FortiGuard Security Rating result submission - CLI:

config system global
set fortiguard-audit-result-submission disable
end

Logging for Security Fabric Rating

To view the results of past Security Fabric Rating checks, go to Log & Report > Security Rating Events.

You can also configure an event filter subtype for the Security Fabric Rating. When you run a check, event logs are
created on the root FortiGate that summarize the results of the audit and show detailed information for the individual
tests.
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To configure logging for the Security Fabric Rating, use the following CLI commands:

config log eventfilter
set security-audit enable
end

Understanding the Security Fabric Score

When you run a Security Fabric Rating, your organization's Security Fabric receives a Security Fabric Score. The score
will be positive or negative, and a higher score represents a more secure network.

The score is based on how many checks your network passes and fails, as well as the severity level of these checks.
The following table shows the weight for each severity level:

Severity level Weight

Critical 50 points
High 25 points
Medium 10 points
Low 5 points

The check awards points when a check passes, using the following formula:
+ <Severity weight> x <Secure FortiGate multiplier>

» Severity weight is the severity level divided by the number of FortiGate devices in the Security Fabric.

« Secure FortiGate multiplier is determined using logarithms and the number of FortiGate devices in the Security
Fabric.

For example, if you have four FortiGate devices in the Security Fabric, and all of them pass the Compatible Firmware
check, the score for each FortiGate is calculated as: (50/4) x 1.292 = 16.2 points.

All FortiGate devices in the Security Fabric must pass the check in order to receive points. If any of the FortiGate devices
in the Security Fabric fail a check, any FortiGate devices in the Security Fabric that passed the check are not awarded
points. For the FortiGate that failed the test, the score is calculated using the following formula:

- <Severity weight> x <Count>

» Severity weight is the failed check's severity level
o Countis the number of times the check failed

For example, if the check finds two critical FortiClient vulnerabilities, the score for that check is calculated as: -50 x 2 = -
100 points.

The score is not affected by checks that do not apply to your network. For example, if you do not have any FortiAP
devices in the Security Fabric, you will not receive any points for the FortiAP firmware versions check.
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Automation stitches

Al
S L 4
q Automation stitches can be used for FortiGate devices that are not part of a Security Fabric.

Automation stitches allow you to decrease response times to security events by automating the activities between
different device components in the Security Fabric. You can monitor events from any source in the Security Fabric and
set up action responses to any destination.

This section includes:

« Triggers

» Actions

» Creating automation stitches
e Chaining and delaying actions
» Diagnose commands

Triggers

You can configure FortiOS to automatically respond to the following trigger events: IOC, event log, reboot, conserve
mode, high CPU, license expiry, HA failover, and configuration changes. The following table provides more information
about the trigger event list.

Trigger Description

Compromised Host An Indicator of compromise (IOC) is detected on a host endpoint.

If you configure a Compromised Host trigger you also need to set the IOC level
threshold to Medium or High. If you set this to Medium, both medium and high
threshold attacks trigger an action.

The additional Action options are the following: Access Layer Quarantine,
Quarantine FortiClient via EMS, and IP Ban.

Security Rating Summary A summary is available for a recently run Security Rating.

Configuration Change There is a FortiGate configuration change.
Reboot A FortiGate reboot occurs.
License Expiry A FortiGuard license is expiring.

You must select which type of license you want to be notified about if it expires:
FortiCare Support, FortiGuard Web Filter, FortiGuard AntiSpam, FortiGuard
AntiVirus, FortiGuard IPS, FortiGuard Management Service, and FortiCloud.
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Trigger Description

HA Failover HA failover occurs.
AV &IPS DB Update The antivirus and IPS database updates.
Event Log A FortiGate log with a specific event ID occurs.

If you configure an Event Log trigger you'll also need to enter a Log ID.

Conserve Mode A FortiGate enters conserve mode due to low memory. See CPU and memory
thresholds on page 98 for information on customizing memory use thresholds.

High CPU A FortiGate has high CPU usage. See CPU and memory thresholds on page 98 for
information on customizing the CPU use threshold.

Actions

There are two types of actions you can select when creating an automation:

« Main actions are available for all triggers.
« Compromised host actions are available when you select the Compromised Host trigger.

Main actions

Action Description

Email Use this action to send a custom email notification.
You must enter an email address and subject line.

FortiExplorer Notification Use this action to send push notifications to FortiExplorer.

For the push to be successful, the FortiGate must be registered with FortiExplorer app
on the iOS device you want to receive notifications on.

AWS Lambda Use this action to invoke Amazon Web Services Lambda.

For the API Gateway, enter your URL and the other parameters (ID, region, stage, and
path) are filled automatically. If you need to manually enter these parameters, you must
use the CLI.

For the API Key, enter the same API key that you configured in your
AWS API| Gateway.

For the HTTP header, enter the name and value you want. For example, "x-notification-
source" and "Fortinet."

Webhook Use this action to send data to another application using a REST callback.

To configure a webhook, set Protocol to HTTP or HTTPS. Set Method to POST, PUT,
GET, PATCH, or DELETE. Set the URI and Port.

For HTTP Body enter the text you want (up to 1023 characters). For example,
{"trigger":"reboot"}.
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Compromised host actions

Action Description

Access Layer Quarantine Use this action to impose a dynamic quarantine on multiple endpoints based on the
access layer.

Quarantine FortiClient via Use this action to use FortiClient EMS to block all traffic from the source addresses
EMS flagged as compromised hosts. Quarantined devices are flagged on the Security Fabric
Physical and Logical topology views.

Go to Monitor > Quarantine Monitor to view quarantined IP addresses. Addresses are
automatically removed from the quarantine after a configurable period of time.

IP Ban Use this action to block all traffic from the source addresses flagged by the IOC. Go to
Monitor > Quarantine Monitor to view banned IP addresses. Banned |IP addresses
can only be removed from the list by administrator intervention.

Avoiding repeat event notifications

The Minimum interval establishes the amount of time, in seconds, before you receive a repeat alert notification about
the same event. This helps avoid receiving multiple alerts on your phone every few minutes for the same offense. When
the interval has elapsed, a collated report detailing the activities during that time frame will be sent.

For example, if you were configuring an alert for high CPU usage, and you set the Minimum interval to 86400s (1 day)
then you receive one alert when the CPU usage went above 90% and you would not get another alert notification for the
same event until the next day. When the 86400s (1 day) elapses, you receive a notification with a summary that let's you
know how many times the CPU usage exceeded 90% in the past day. See CPU and memory thresholds on page 98 for
information on customizing the CPU and memory use thresholds.

Creating automation stitches

To create an automation, you can set up a trigger event and response actions that cause the FortiOS to respond in a
predetermined way. From the root FortiGate, you can set up triggers for event types, such as compromised host, high
CPU, and configuration changes. The automation launches actions in response, such as email alerts, FortiExplorer
notifications, and webhooks. The Compromised Host trigger has additional actions, such as access layer quarantine
and quarantine FortiClient via EMS.

To create and test an automation:

1. Login to the root FortiGate, and go to Security Fabric > Automation. Select Create New.

2. Customize the stitch by selecting a Trigger event type and the corresponding Action that you would like to
automate. You can configure multiple actions for the same event trigger.

Enter the following information:

Name Enter a name for the new automation.

Status Select Enabled to enable this automation.
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FortiGate From the drop-down menu, select the FortiGate device to apply this automation to or select
All FortiGates (default) to apply to all.

Trigger Select a trigger. For more information, see Triggers on page 154.
Action Select an action. For more information, see Actions on page 155.
Minimum Enter a minimum time interval, in seconds, during which you won't receive repeated notifications
interval for the same trigger occurrence. When the minimum time interval expires, you'll receive an alert
(seconds) with a compilation report of any events that occurred during the alloted interval period.

3. Select OK.

4. To test the new automation, right-click it and select Test Automation Stitch.

When an automation stitch is triggered, the FortiGate creates an event log, which you can view by going to Log
& Report > System Events.

To create and test an automation - CLI:

config system automation-stitch
edit <automation-stitch-name>
set status {enable | disable}
set trigger <trigger-name>
set action <action-name>
set destination <serial-number>
next
end

diagnose automation test <automation-stitch-name> <log>

O ! ’, You can configure an automation using the config system automation-stitch
? command shown above. For more information about configuring the Trigger<trigger-
- name> and Action<action-name> components, see the FortiOS CLI Reference.

Chaining and delaying actions

For automation stitches that use the action for AWS Lambda or Webhook, extra options are available to support chaining
and delaying these actions. You can configure these options using the CLI.

To enable chaining actions by delaying an action until the previous action is finished, use the command set required
enable. This option is only available when action-type is setto aws-1ambda or webhook, andit's disabled by
default.

To delay the execution of the action, use the command set delay <seconds>. This option is only available when
action-typeis setto aws-lambda or webhook, and it's set to 0 by default.

CLI syntax

config system automation-action
edit <name>
set action-type {aws-lambda | webhook}
set required {enable | disable}
set delay <seconds>
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next
end

Diagnose commands

Diagnose commands are available for automation stitches, allowing you to do the following:

o Testing

» Enable and disable log dumping
« Display settings

« Display history

Testing

To test an automation stitch, use the diagnose automation test <automation-stitch-name> <log>
command.

Example output

# diagnose automation test HA-failover
automation test is done. stitch:HA-failover

Enable and disable log dumping
To toggle between enabling and disabling log dumping, use the diagnose test application autod 1 command.

Example output

# diagnose test application autod 1
autod log dumping is enabled

# diagnose test application autod 1
autod log dumping is disabled

autod logs dumpping summary:
autod dumped total:0 logs, num of logids:O0

Display settings
To display settings for all automation stitches, use the diagnose test application autod 2 command.

Example output

# diagnose test application autod 2
csf: enabled root:yes
total stitches activated: 2

stitch: Compromised-IP-Banned

destinations: all
trigger: Compromised-IP-Banned
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actions:
Compromised-IP-Banned ban-ip type:ban-ip interval:0

stitch: HA-failover

destinations: HA-failover ha-cluster 25;
trigger: HA-failover

actions:

HA-failover email type:email interval:O0
subject: HA Failover
mailto:admin@example.com;

Display history
To display the history for all your automation stitches, use the diagnose test application autod 3 command.

Example output

# diagnose test application autod 3
stitch: Compromised-IP-Banned

local hit: 0 relayed to: 0 relayed from: 0O
last trigger:Wed Dec 31 20:00:00 1969
last relay:Wed Dec 31 20:00:00 1969

actions:
Compromised-IP-Banned ban-ip:

done: 0 relayed to: 0 relayed from: O
last trigger:Wed Dec 31 20:00:00 1969
last relay:Wed Dec 31 20:00:00 1969

stitch: HA-failover

local hit: 1 relayed to: 1 relayed from: 1
last trigger:Thu May 24 11:35:22 2018
last relay:Thu May 24 11:35:22 2018

actions:

HA-failover email:

done: 1 relayed to: 1 relayed from: 1
last trigger:Thu May 24 11:35:22 2018
last relay:Thu May 24 11:35:22 2018

Example output

# diagnose test application autod 2
csf: enabled root:yes

total stitches activated: 2

stitch: Compromised-IP-Banned

destinations: all
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trigger: Compromised-IP-Banned
actions:

Compromised-IP-Banned_ban-ip type:ban-ip interval:0

stitch: HA-failover

destinations: HA-failover_ha-cluster_25;
trigger: HA-failover

actions:

HA-failover_email type:email interval:0
subject: HA Failover

mailto:admin@example.com;

Display history for every automation stitch
To display the history for all your automation stitches, use the diagnose test application autod 3 command.

Example output

# diagnose test application autod 3

stitch: Compromised-IP-Banned

local hit: O relayed to: O relayed from: O
last trigger:Wed Dec 31 20:00:00 1969
last relay:Wed Dec 31 20:00:00 1969

actions:
Compromised-IP-Banned_ban-ip:
done: 0 relayed to: O relayed from: 0
last trigger:Wed Dec 31 20:00:00 1969
last relay:Wed Dec 31 20:00:00 1969

stitch: HA-failover

local hit: 1 relayed to: 1 relayed from: 1
last trigger:Thu May 24 11:35:22 2018
last relay:Thu May 24 11:35:22 2018
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actions:

HA-failover_email:

done: 1 relayed to: 1 relayed from: 1
last trigger:Thu May 24 11:35:22 2018
last relay:Thu May 24 11:35:22 2018
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Fabric Connectors

Al
S L 4
q You can use Fabric Connectors for FortiGate devices that don't belong to a Security Fabric.

There are three types of Fabric Connectors, which allow you to connect your network to external services. The three
types are: SDN, SSO/identity, and threat feeds.

This section contains the following information:

« Available services
o Configuration
 Verifying status

Available services
Fabric Connectors support the following services:

SDN

» Amazon Web Services

» Cisco Application Centric Infrastructure
» Google Cloud Platform

o Microsoft Azure (including Azure Stack)
o Nuage Virtualized Services Platform
 Oracle Cloud Infrastructure

o OpenStack (Horizon)

o VMware NSX

S$SO0/identity

o Poll Active Directory server
« RADIUS single sign-on agent
« Fortinet single sign-on agent

Threat feed

« FortiGuard category
o Firewall IP address
¢ Domain name

Ay
‘Q' If your FortiGate has VDOMSs enabled, Fabric Connectors for SDN and threat feeds are global

settings, while Fabric Connectors for SSO/identity are available per-VDOM.
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Configuration

The method that you use to configure a Fabric Connector depends on which type of connector you're using:

« Creating a Fabric connector for SDN
» Creating a Fabric Connector for SSO
» Creating a Fabric Connector for threat feeds

Creating a Fabric connector for SDN

163

Ay
‘Q' FortiOS doesn't support multiple SDN Connector instances to Amazon Web Services, Google
- Cloud Platform, Microsoft Azure, and VMware NSX.

Fabric Connectors to Software-Defined Networks (SDNs) Cprovide integration and orchestration of Fortinet products
with key SDN solutions. You use Fabric Connectors to make sure that any changes in your SDN environment are
automatically updated in your network.

To create Fabric Connector for SDN, you need to do the following:

» Gather required information

o Create the Fabric Connector

o Create a Fabric Connector address
« Add the address to a firewall policy

For an example of how to configure a Fabric Connector for Microsoft Azure, see Automatically Updating Dynamic
Addresses Using Fabric Connector.

Gather required information

Before you can create a Fabric Connector, you need to know specific information, which differs depending on which
service you're using. You can find this information using your account for the specific service.

Service Required information for the service

Amazon Web Services ¢ Access key ID
e Secret access key
* Region name
e VPC ID (optional)

e IP address
e Port

e Username
e Password

Cisco Application Centric Infrastructure

¢ Project name
¢ Service account email
e Private key

Google Cloud Platform

Microsoft Azure (including Azure Stack) * Serverregion
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Required information for the service

e TenantID

e ClientID

¢ Client secret

 Subscription ID (optional)

¢ Resource group (optional)

¢ Login endpoint (Azure Stack only)
¢ Resource URL (Azure Stack only)

¢ |P address
e Port

e Username
» Password

Nuage Virtualized Services Platform

e UserlD

e TenantID

¢ Compartment ID
e Server region

¢ Certificate

Oracle Cloud Infrastructure

e |P address
¢ Username
e Password

OpenStack (Horizon)

VMware NSX ¢ |P address or hostname
¢ Username
¢ Password

Create the Fabric Connector

You can create the Fabric Connector using either the GUI or CLI. The CLI commands that are available vary depending
on which service you're using.

Creating a Fabric Connector - GUI:

1. To create a new connector, go to Security Fabric > Fabric Connectors and select Create New.
2. Select the service you're using and enter the required information for that service.
3. Select OK.

Creating a Fabric Connector - CLI:

To create a Fabric Connector using the CLI, use the command config system sdn-connector.Formore
information about this command, see the FortiOS 6.0 CLI Reference.

Create a Fabric Connector address

You use a Fabric Connector address for the following:

FortiOS Handbook Fortinet Technologies Inc.


http://help.fortinet.com/cli/fos60hlp/60/index.htm#FortiOS/fortiOS-cli-ref/config/system/sdn-connector.htm

Fortinet Security Fabric

« As the source or destination address for firewall policies
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» To automatically update changes to the addresses in the environment of the service you're using, based on
specified filtering conditions

» To automatically apply changes to the firewall policies that use the address, based on specified filtering conditions

Creating a Fabric Connector address - GUI:

To create a new address, go to Policy & Objects > Addresses and select Create New > Address.

Set Type to Fabric Connector Address and set Fabric Connector Type to the new Fabric Connector.
Set a Filter or Object ID, depending on the type of Fabric Connector. The filter or ID dynamically creates the

members of the address. The types of filters or IDs that are supported vary depending on which service you're

Set a specific Interface or leave it as the default any.

1.
2. SetaName for the address.
3.
4.
using.
5.
6. Select OK.

Creating a Fabric Connector address - CLI:

config firewall address
edit <name>

type dynamic

comment <comment>

set
set
set
set
set
set
set
next
end

visibility enable

associated-interface <interface name>
sdn {aci

| aws | azure | nsx | nuage

filter <filter>
obj-id <ID>

Add the address to a firewall policy

You use a Fabric Connector addresses in a firewall policy as either the source or destination address.

Adding the address to a policy - GUI:

IS

To create a new policy, go to Policy & Objects > IPv4 Policy and select Create New.
Set a Name for the policy.
Set the appropriate Incoming Interface and Outgoing Interface.

Set the Fabric Connector address as either the Source or Destination address, as appropriate.
Set other policy settings, as required.
Select OK.

Adding the address to a policy - CLI:

config firewall policy

edit O

set
set
set
set
set

name <name>

srcintf
dstintf
srcaddr
dstaddr

FortiOS Handbook

<port name>
<port name>
<firewall address>
<firewall address>
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set action accept
set schedule <schedule>
set service <service>
next
end

Creating a Fabric Connector for SSO

Fabric Connectors for SSO integrate single sign-on (SSO) authentication in your network. SSO allows users to enter
their credentials once and have those credentials reused when they access other network resources through your
FortiGate.

Fabric Connectors are available for the following services:

o Poll Active Directory (AD) server
« RADIUS Single Sign-On (RSSO) agent
« Fortinet Single Sign-On (FSSO) agent

For more information about Fabric Connectors for SSO, see Authentication on page 1011.

Creating a Fabric Connector for threat feeds

Fabric Connectors for threat feeds dynamically import an external block list, in the form of a text file containing a list of
either addresses or domains, which resides on an HTTP server. You use block lists to deny access to

destination IP addresses in web filter and DNS filter profiles, SSL inspection exemptions, and as sources or destinations
in proxy policies.

You can configure Fabric Connectors for the following types of threat feeds:

o FortiGuard category
o |P address
e Domain name

For more information about Fabric Connectors for threat feeds, see Overriding FortiGuard website categorization on
page 889.

Verifying status

Ay
‘Q' You can only verify the status for Fabric Connectors to AWS, Microsoft Azure, OCI, and
- VMware NSX.

To verify the status of a Fabric Connector, use one of the following commands:

e diagnose sys sdn status to verify all connectors
e diagnose sys sdn status <connector name> to verify a specific connector

After you enter the command, one of four statuses is displayed:

e connected: the connector is connected
e not connected: the connectorisn't connected
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o disabled: the related connector entry is set to disabled
« unknown: verification of the connector isn't supported

Example output

# diagnose sys sdn status

SDN Connector Type Status
aci-sdn-connector aci unknown
aws-sdn-connector aws disabled
azure-sdn-connector azure not connected
nsx-sdn-connector nsx connected
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SD-WAN

The Fortinet Secure software-defined wide area network (SD-WAN) solution is an application-aware, multi-path WAN
solution with integrated NGFW security.

SD-WAN is a virtual interface that consists of a group of member interfaces that can be connected to different link types.
The FortiGate groups all physical member interfaces into a single virtual interface, which is the SD-WAN interface. SD-
WAN simplifies your network configuration because you configure a single set of routes and firewall policies and apply
them to all member interfaces. You also configure various types of criteria that the FortiGate then uses to select the best
links for your network traffic.

One of the main motivators for deploying SD-WAN is effective WAN use with multiple WAN links, where you can use
various load balancing algorithms, such as bandwidth usage, sessions, and application-aware routing, to ensure high
availability for your business-critical applications.

Configuring SD-WAN

There are many different deployments for Fortinet Secure SD-WAN, depending on your organization’s network and the
solution that you want to deploy.

SD-WAN requirements

The Fortinet Secure SD-WAN solution has the following requirements:

 Allows only one SD-WAN interface for each VDOM

o Supports SD-WAN configuration for IPv6 in the CLI

» Supports up to 4000 link health monitors, both globally and per VDOM
o Supports up to 4000 SD-WAN rules, both globally and per VDOM

Configuring a basic SD-WAN deployment

A basic SD-WAN deployment uses static routing and the WAN interfaces on the FortiGate. One possible use for a basic
SD-WAN deployment to configure redundant Internet connectivity for your network. This allows you to load balance your
Internet traffic between multiple ISP links and provides redundancy for your network’s Internet connection when your
primary ISP is unavailable.

To configure a basic SD-WAN deployment, complete the following steps:

» Removing existing configuration references to interfaces
o Creating SD-WAN interfaces

o Configuring SD-WAN load balancing

» Creating a static route for the SD-WAN interface

« Configuring security policies for SD-WAN
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« Configuring link health monitoring
o Configuring SD-WAN rules

The Redundant Internet with SD-WAN recipe provides an example of a basic SD-WAN deployment.

Removing existing configuration references to interfaces

Remove or redirect any existing configuration references to interfaces that you want to use as SD-WAN members. This
includes the default Internet access policy that’s included with many FortiGate models. You must do this before you
configure the interfaces as SD-WAN members.

Redirecting the routes and policies to reference other interfaces avoids your having to create them again later. After you
configure SD-WAN, you can reconfigure the routes and policies to reference the SD-WAN interface.

Remove interface references in routes — GUI

Go to Network > Static Routes.

Select each route that references the ports that you want to use for the SD-WAN interface.
Select Delete.

Select OK.

P obh-=

Remove interface references in routes — CLI

config router static
delete <sequence number>
end

where <sequence number> is the sequence number of the static route that you want to delete.

Remove interface references in security policies — GUI

Go to Policy & Objects > IPv4 Policy.

Select each policy that references the ports that you want to use for the SD-WAN interface.
Select Delete.

Select OK.

Ao b=

Remove interface references in security policies — CLI

config firewall policy
delete <policy id>
end

where <policy id> isthe ID number of the policy that you want to delete.

Creating SD-WAN interfaces

Specify at least two SD-WAN member interfaces and their associated gateways.
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Create SD-WAN interface — GUI

1. Goto Network > SD-WAN.
2. Inthe SD-WAN section, set the Status field to Enable.

ol

Ensure that the Status field is set to Enable.

Select Apply.

© No a M

Repeat steps 3 to 5 to add the remaining SD-WAN member interfaces.
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In the SD-WAN Interface Members section, select +. Select the down arrow to open the drop-down menu. Select
the first port that you want to add to the SD-WAN interface.

In the Gateway field, enter the default gateway for this interface.

Select Network > Interfaces to verify that the virtual interface for SD-WAN appears in the interface list. In the SD-

WAN Interface section, the SD-WAN interface is listed. Select — to view the ports that are included in this interface.

Create SD-WAN interface — CLI

config system virtual-wan-link
set status enable
config members
edit <sequence number>
set interface <interface name>
set {gateway | gateway6} <ip address>
next
edit <sequence number>
set interface <interface name>
set {gateway | gateway6} <ip address>
next
end
end

Configuring SD-WAN load balancing

Specify the SD-WAN load balancing method that you want the FortiGate to use for all Internet traffic between SD-WAN

interface members.

Specify the SD-WAN load balancing method — GUI

1. Goto Network > SD-WAN Rules.
2. Select the rule named sd-wan and select Edit.
The load balancing options are displayed.
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3. Inthe Load Balancing Algorithm field, select one of the following options:

GUI option

Description

171

Additional configuration

steps

Source IP

Sessions

Spillover

Source-
Destination IP

Volume

4. Click OK.
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The FortiGate divides traffic equally between the
interfaces included in the SD-WAN interface. However,
sessions that start at the same source IP address use
the same path. This is the default.

The FortiGate distributes the work load based on the
number of sessions that are connected through the
interfaces.

The FortiGate uses the weight that you assign to each
interface to calculate a percentage of the total sessions
that are allowed to connect through each interface. The
FortiGate then distributes the number of sessions
between the interfaces accordingly. Sessions with the
same source and destination IP addresses (src-ip
and dst-ip) will be forwarded to the same path, but
will still be considered in later session ratio
calculations.

If the amount of traffic bandwidth on an interface

exceeds the ingress or egress thresholds that you set
for that interface, the FortiGate sends additional traffic
through one of the other SD-WAN member interfaces.

The FortiGate divides traffic equally between the
interfaces included in the SD-WAN interface.

However, sessions that start at the same source IP
address and go to the same destination |P address use
the same path.

The FortiGate distributes the work load based on the
amount of packets going through the interfaces.

The FortiGate uses the volume weight that you assign
to each interface to calculate a percentage of the total
bandwidth that's allowed to go through each interface.
The FortiGate then distributes the bandwidth between
the interfaces accordingly.

None

In the Weight column, set a
weight distribution (integer
value) for each interface.

The pie chart shows the
percentage of sessions that are
distributed between the

interfaces.

In the Ingress Spillover
Threshold column, seta
threshold (in kbps) for each
interface. In the Egress
Spillover Threshold column,

set a threshold
each interface.

(in kbps) for

The pie chart shows the
percentage of spillover
thresholds that are distributed
between the interfaces.

None

In the Weight column, set a
weight distribution (integer

value) for each

interface.

The pie chart shows the
percentage of bandwidth that’s
distributed between the

interfaces.
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Specify the SD-WAN load balancing method — CLI

config system virtual-wan-link
set load-balance-mode {source-ip-based | weight-based | usage-based | source-dest-ip-
based | measured-volume-based}
end

Where you set one of the following options:

CLI option Description Additional configuration steps

source-ip-based Thisis the same as the Source IP None
option in the GUI.

weight-based This is the same as the Sessions Set a weight for each interface:
option in the GUI. config members
edit <sequence number>
set weight <weight>
next
end

The range is 0 to 255.

usage-based This is the same as the Spillover Set ingress and egress thresholds for each
option in the GUI. interface:
config members
edit <sequence number>
set spillover-threshold

<threshold>
set ingress-spillover-threshold
<threshold>
next
end
The range for both thresholds is 0 to 16776000
kbps.
source-dest-ip-  Thisis the same as the Source- None
based Destination IP option in the GUI.
measured- This is the same as the Volume option  Set a volume weight for each interface:
volume-based in the GUI. config members

edit <sequence number>
set volume-ratio <weight>
next
end

The range is 0 to 255.

Creating a static route for the SD-WAN interface

After you create an SD-WAN interface, the FortiGate adds a virtual interface for SD-WAN to the interface list. You can
create routes using this SD-WAN interface.

You must configure a default route for the SD-WAN interface. You don’t need to configure a gateway address for the
default route that uses the SD-WAN interface because the FortiGate forwards packets to the appropriate gateway based
on the SD-WAN member interface gateway information.
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Create a static route for SD-WAN - GUI

Go to Network > Static Routes.

Select Create New.

In the Destination field, select Subnet and leave the destination IP address and subnet mask as 0.0.0.0/0.0.0.0.
In the Interface field, select the SD-WAN interface from the drop-down menu.

Ensure that the Status field is set to Enable.

6. Select OK.

o oN-=

If you previously removed or redirected existing references in routes to interfaces that you wanted to add as SD-WAN
interface members, you can now reconfigure those routes to reference the SD-WAN interface.

Create a static route for SD-WAN - CLI

config router {static | statico6}
edit <sequence number>
set virtual-wan-link enable
next
end

Configuring security policies for SD-WAN

After you create an SD-WAN interface, the FortiGate adds a virtual interface for SD-WAN to the interface list. You can
create security policies using this SD-WAN interface.

You must configure a security policy that allows traffic from your organization’s internal network to the SD-WAN
interface. You don’t need to configure multiple security policies for individual SD-WAN member interfaces because
security policies that you configure with the SD-WAN interface apply to all SD-WAN member interfaces.

Configure security policies for SD-WAN - GUI

1. Goto Policy & Objects > IPv4 Policy.
2. Select Create New.
3. Inthe Name field, enter a name for the policy.
4. SetIncoming Interface to the interface that connects to your organization’s internal network.
5. Inthe Outgoing Interface field, select the SD-WAN interface from the drop-down menu.
6. Inthe Source field, select +. In the Select Entries window, select all. Select Close.
7. Inthe Destination field, select +. In the Select Entries window, select all. Select Close.
8. Inthe Schedule field, select always from the drop-down menu.
9. Inthe Service field, select +. In the Select Entries window, select ALL. Select Close.
10. Inthe Action field, select ACCEPT.
11. Inthe Firewall/Network Options section, set the following:

« Enable NAT.
« Inthe IP Pool Configuration field, select Use Outgoing Interface Address.

12. Inthe Security Profiles section, apply AntiVirus, Web Filter, DNS Filter, Application Control, and SSL
Inspection profiles, as required.

13. Inthe Logging Options section, set the following:
« Enable Log Allowed Traffic and select All Sessions. This allows you to verify the results later.
« Enable the Enable this policy option.
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14. Select OK.

If you previously removed or redirected existing references in security policies to interfaces that you wanted to add as
SD-WAN interface members, you can now reconfigure those policies to reference the SD-WAN interface

Configure security policies for SD-WAN - CLI

config firewall {policy | policy6}
edit <policy id>
set name <policy name>
set srcintf <interface name>
set dstintf virtual-wan-link
set srcaddr <address_name>
set dstaddr <address name>
set action accept
set status enable
set schedule <schedule name>
set service <service name>
set utm-status enable
set logtraffic all
set av-profile <profile name>
set webfilter-profile <profile name>
set dnsfilter-profile <profile name>
set application-list <app list>
set ssl-ssh-profile <profile name>
set nat enable
set ippool enable
set poolname <pool name>
next
end

where:

e virtual-wan-1linkisthe SD-WAN interface
e dnsfilter-profile optionisn't available for IPv6, since IPv6 isn't supported for DNS profiles

Configuring link health monitoring

Link health monitoring measures the health of links that are connected to SD-WAN member interfaces. The FortiGate
checks the status of each SD-WAN member interface that you include in a Performance SLA, by sending probing signals
through each member link to a server and measuring the link quality based on latency, jitter, and packet loss.

You can configure up to two servers to test the health of SD-WAN member interfaces. This helps to ensure that if the
health checks identify connectivity issues, the interface is at fault and not the server. If either server meets the link status
criteria, the link is good. The FortiGate removes an interface from an SD-WAN link load balancing group if its connectivity
is down.

The FortiGate uses the first server that you configure in the server list for the health check. If that server is unavailable,
the FortiGate uses the second server and continues to use the second server while it’s available. If the second server
isn't available, the FortiGate returns to using the first server if it's available. If both servers are unavailable, the health
check fails.

You can configure the protocol for status checks. In the GUI, you can configure Ping and HTTP. In the CLI, you can
configure Ping, HTTP, TCP-Echo, UDP-Echo, and Two-Way Active Measurement Protocol (TWAMP).
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Configure link health monitoring — GUI

Go to Network > Performance SLA.

Select Create New.

In the Name field, enter a name for the SLA.

In the Protocol field, select the protocol that you want to use for status checks:
« Ping: PING link monitor
e HTTP: HTTP-GET monitor

5. Inthe Server field, enter the IP addresses of up to two servers that you want to use to test the health of each SD-
WAN member interface. You must use servers that all SD-WAN members in the Performance SLA can reach.

6. Inthe Participants field, select +. In the Select Entries window, select one or more SD-WAN interface members
that you want this SLA to apply to. Select Close.

7. Inthe Link Status section, set the following options:

GUI option Description

Check interval Set the interval at which you want the FortiGate to check the interface. The range is 1 to
3600 seconds. The default is 1.

o bd-=

Failures before Set the number of failed status checks that are allowed before the FortiGate removes the
inactive interface from SD-WAN load balancing groups. The range is 1 to 10. The default is 5.

This setting helps prevent flapping, where the system continuously transfers traffic back
and forth between links.

Restore link after Set the number of successful status checks before the FortiGate restores the interface to
SD-WAN load balancing groups. The range is 1 to 10. The defaultis 5.

This setting helps prevent flapping, where the system continuously transfers traffic back
and forth between links.

8. Inthe Actions when Inactive section, specify what happens when the WAN link is inactive. Enable Update static
route if you want to disable static routes for inactive interfaces and restore routes when interfaces are restored.

9. Select OK.

You can view link quality measurements on the Performance SLA page. The table displays the health checks that you
configured, along with information about each health check. The values in the Packet Loss, Latency, and Jitter
columns apply to the server that the FortiGate is currently using to test the health of the SD-WAN member interfaces.
The green (up) arrows indicate only that the server is responding to the health checks, regardless of the packet loss,
latency, and jitter values, and don’t indicate that the health checks are being met.

Configure link health monitoring — CLI

config system virtual-wan-link
config health-check

edit <health check name>
set addr-mode {ipv4 | ipvé6}
set server <serverl IP address> <server2 IP address>
set members <segence numbers>
set protocol {ping | ping6 | tcp-echo | udp-echo | http | twamp}
set interval <seconds>
set failtime <number of failures>
set recoverytime <number of successes>
set update-static-route {enable | disable}

next
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end
end

where you set the following variables:

CLI option

Description

Additional configuration steps

176

protocol The protocol to use for status checks If you set this to ht tp, also set these options
ping6 is the only protocol available for IPv6 for http:
health checks set port <port number>
set http-get <url>
set http-match <response string>
If you set this to twamp, also set these options
for twamp:
set port <port number>
set security mode {none |
authentication}
set password <password>
set packet-size <size>
interval This is the same as the Check interval option None
in the GUI.
failtime This is the same as the Failures before None
inactive option in the GUI.
recoverytime This is the same as the Restore link after None

option in the GUI

Configuring SD-WAN rules

FortiOS Handbook

You can use SD-WAN rules to specify which traffic you want to route through which interface (ISP). This gives you great
flexibility when you configure how you want the FortiGate to route traffic. For example, you can route Netflix traffic from
specific authenticated users through one ISP and route the rest of your Internet traffic through another ISP.

You can configure the rules to use various parameters to match traffic, including source and destination IP addresses,
destination port numbers, and ISDB address objects.

When the FortiGate matches traffic to a rule, that rule determines which egress interface the traffic takes. You can
configure SD-WAN rules to use one of the following strategies to determine the egress interface:

» Best quality

o Minimum quality (SLA)
The FortiGate evaluates SD-WAN rules from top to bottom, using the first match. SD-WAN rules are treated as policy
routes and take precedence over other routes in the routing table.

If none of the conditions for the SD-WAN rules are met, the FortiGate uses the implicit rule, called sd-wan, that’s
automatically generated when you enable SD-WAN. The sd-wan rule balances traffic based on how you configured SD-
WAN load balancing.
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Using the best quality strategy
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The best quality strategy is based on the performance of your network. You can configure SD-WAN rules to dynamically
route traffic through the SD-WAN interfaces that have the best link quality. The FortiGate uses the server information

that you configured for link health monitoring against the quality criteria that you configure.

The FortiGate can measure link quality based on latency, jitter, packet loss, or bandwidth. For example, you can use the
bandwidth options to configure a rule for applications that are primarily used for download and another rule for
applications that are primarily used for uploading.

Configure the best quality strategy — GUI

oD

Go to Network > SD-WAN Rules.

Select Create New.

In the Name field, enter a name for the rule.
In the Source section, set any of the following source parameters for matching incoming traffic from your

organization’s internal network:

GUI option

Description

Additional configuration

Source address

User group

Match traffic based on source IP address.

Match traffic based on users and user groups.

steps

1.
2,

N =

Select +.

In the Select Entries
window, select one or
more source IP
addresses. Select Close.

Select +.

In the Select Entries
window, select one or
more users and user
groups. Select Close.

5. Inthe Destination section, set any of the following destination parameters for matching incoming traffic from your
organization’s internal network:

GUI option

Description

Additional configuration
steps

Address

FortiOS Handbook

Match traffic based on destination IP address,
destination port number, and type of service (ToS).
If you configure this option, you can’t configure
Internet Service or Application options.

Select +.

In the Select Entries
window, select one or
more destination IP
addresses. Select Close.
In the Protocol number
field, select TCP, UDP,
ANY, or Specify.

If you select TCP or UDP,
specify a Port range.

If you select Specify,
specify a protocol number,
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GUI option Description Additional configuration

steps

a Type of service, and a
Bit Mask.

Match traffic based on Internet Service Database 1
(ISDB) address objects. You can configure Internet
services and Internet service groups.

Select +.
2. Inthe Select Entries
window, select one or

Internet Service

If you configure this option, you can’t configure the more Internet services or
destination Address options. Internet service groups
from the list.

3. Select Close.

Application Match traffic based on applications and application 1. Select +.
control groups. 2. Inthe Select Entries
If you configure this option, you can’t configure the window, select one or
destination Address options. more applications or

application control groups.
3. SelectClose.

6. Inthe Outgoing Interfaces section, configure the following criteria for choosing which SD-WAN member interface
to route traffic through:

GUI option Description Additional configuration steps

The strategy that you want the SD-WAN rules ~ Select Best Quality.

Strategy o Use

One or more interfaces, in order of priority, 1

Interface preference i
that you want the FortiGate to use.

In the Interface preference field,

select +.
If you select more than one interface, the 2. Inthe Select Entries window,
FortiGate uses the first interface in the list select one or more interfaces.
until the quality of that link falls below the Select Close.
quality of the next interface in the list. Then it 3. Optionally, change the link quality
uses the next interface in the list. You can threshold:
configure the link quality threshold in the CLI. config system virtual-wan-
The defaultis 10%. link
Note that although the 1ink-cost- config service

edit <rule id>

threshold setting is defined as a ,
set link-cost-

percentage, you can set it to a value higher

threshold
than 100%. For example, if you want the <percentage>
FortiGate to change interfaces only when the next
next link is at least five times better than the end
current link, setthe link-cost- end

threshold value to 500.
The range is 0 to 10000000. The
defaultis 10.
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GUI option

Measured SLA

Quality criteria

7. Select OK.

Description

The name of the performance SLA that
includes the servers that you want the
FortiGate to use to measure the quality of the
links.

If you haven’t yet configured a performance
SLA that you want to use, you can also use
this option to create a new performance SLA.

The criteria that you want the FortiGate to use
when it measures and compares the quality of
the interfaces in the interface preference list,
including latency, jitter, packet loss,
downstream bandwidth, upstream bandwidth,
and bidirectional bandwidth.

You can also create a custom profile that
allows you to use one or more of these as
criteria. The FortiGate then uses the following
formula to calculate link quality: (a*latency) +
(b*¥jitter) + (c*packet loss) + (d/bandwidth).
The larger the value, the more weight that
criteria will have in the selection. Leave the
weight value at zero to exclude that criteria
from the equation.

This field appears only if you select more than
one interface in the Interface preference
field.

Additional configuration steps

Select the name of the performance
SLA from the drop-down list, or select
+ to create a new performance SLA.
Select Close.

1. Select the criteria option that you
want the FortiGate to use to
measure the quality of the links.

2. Ifyou select custom-profile-1,
set weights for each criteria in the
latency-weight, jitter-weight,
packet-loss-weight, and
bandwidth-weight fields.

8. Goto Network > SD-WAN Rules to see the SD-WAN rules. You can drag and drop the rules to reorder them.

Configure the best quality strategy — CLI

In the CLI, an SD-WAN rule is called a service.

config system virtual-wan-link

config service

edit <rule id>

set name <rule name>

set addr-mode {ipv4 | ipv6}

next
end
end

Configure the source parameters:

CLI option

set {src | src6}
<address list>
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Description

This is the same as the Source address option in
the GUI.

Additional configuration steps

None
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CLI option

Description
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Additional configuration steps

set groups
<group list>

This is the same as the User group option in the
GUI.

Configure the destination parameters:

CLI option

Description

None

Additional configuration steps

set {dst | dst6}
<address list>

set protocol
<protocol number>

set internet-
service enable

This is the same as the Address option in the GUI.
The address list or address group list.

This is the same as the Protocol number option in
the GUI.

This is the same as the Internet Service and
Application options in the GUI.

Configure outgoing interface parameters:

CLI option

Description

None

If you set a specific protocol, you
might also need to set additional
values, such as:

set
set
set
set

start-port <port number
end-port <port number>
tos <bit pattern>
tos-mask <evaluated
bits> B

For more information, see the
FortiOS CLI Reference.

If you enable the internet-service
option, set any of these options:

set

set

set

set

set

set

internet-service-custom
<name_list>
internet-service-
custom-group <group
list>
internet-service-id
<id_list>
internet-service-group
<group list>
internet-service-ctrl
<id list>
internet-service-ctrl-
group <group list>

For more information, see the
FortiOS CLI Reference.

Additional configuration steps

set mode priority
set priority-

members <member
sequence list>

FortiOS Handbook

This is the same as the Best Quality in the GUI.

This is the same as the Interface preference
option in the GUI.

None

None
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CLI option Description Additional configuration steps
set health-check This is the same as the Measured SLA option in None

<sla name> the GUI.

set link-cost- This is the same as the Quality criteria optionin  If you set this to custom-

factor {latency | the GUI. profile-1, configure the
jitter | packet- following:

loss | inbandwidth set latency-weight <weight>
| outbandwidth | set jitter-weight <weight>
bibandwidth | set packet-loss-weight

<weight>

custom-profile-1} set bandwidth <weight>

Using the minimum quality SLA strategy

The minimum quality SLA strategy uses criteria that you configure to determine which SD-WAN links to use. The
FortiGate follows SD-WAN rules to route traffic through the SD-WAN interfaces that meet the latency, jitter, and packet
loss criteria that you configure in the SLA targets associated with the rules.

You can configure one or more SLA targets for each performance SLA. There are situations where you might want to
create multiple SLA targets in one performance SLA. For example, you might want to do this if you're in a branch office
and use different applications that run on the same server at your company headquarters. You can create one
performance SLA to perform the health check for the server, and then have different SLA targets for different
applications, with strict rules for some applications and lenient rules for other applications. However, if applications are
running on different servers, you should create different performance SLAs for each application so that health checks
are performed on the server for each application. In this case, performance SLA only requires one SLA target for each
application.

Configuring the minimum quality SLA strategy — GUI

You configure minimum quality SLA by performing the following tasks:

1. Configure SLA targets.
2. Configure SD-WAN rules to use SLA targets.

Configure SLA targets — GUI

1. Goto Network > Performance SLA.
2. Select the performance SLA that you want to use and select Edit.

You configure performance SLAs when you configure link health monitoring. See Configuring link health monitoring
on page 174 for more information.

3. Inthe SLA Targets section, select + to add one or more targets. Specify one or more of the following SLA criteria for
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each target:

GUI option Description Additional
configuration steps
Latency threshold The maximum amount of latency that’s acceptable on the 1. Enable this
interface. threshold.

2. Setalatency
threshold (in ms).

1. Enable this
threshold.

2. Setajitter
threshold (in ms).

Jitter threshold The maximum amount of jitter that’s acceptable on the
interface.

Packet loss threshold  The maximum percentage of packet loss that’s acceptable 1. Enable this
on the interface. threshold.
2. Setapacketloss
threshold
percentage.

4. Select OK.

Configure SD-WAN rules to use SLA targets — GUI

Go to Network > SD-WAN Rules.
Select Create New.
In the Name field, enter a name for the rule.

In the Source section, set any of the following source parameters for matching incoming traffic from your
organization’s internal network:

Ao b=

GUI option Description Additional

configuration steps

Source address Match traffic based on source IP address. 1. Select +.
2. Inthe Select
Entries window,
select one or
more source |IP
addresses.
Select Close.

1. Select +.
In the Select
Entries window,
select one or
more users and
user groups.
Select Close.

User group Match traffic based on users and user groups.

5. Inthe Destination section, set any of the following destination parameters for matching incoming traffic from your
organization’s internal network:
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GUI option

Description

183

Additional

configuration steps

Address

Application

Match traffic based on destination IP address, destination
port number, and type of service (ToS).

If you configure this option, you can’t configure Internet
Service or Application options.

Match traffic based on Internet Service Database (ISDB)
address objects. You can configure Internet services and
Internet service groups.

If you configure this option, you can’t configure the
destination Address options.

Match traffic based on applications and application control
groups.

If you configure this option, you can’t configure the
destination Address options.

Select +.

In the Select

Entries window,

select one or

more destination

IP addresses.

Select Close.

3. Inthe Protocol
number field,
select TCP, UDP,
ANY, or Specify.

4. Ifyou select TCP
or UDP, specify a
Port range.

5. Ifyou select

Specify, specify

a protocol

number, a Type

of service,and a

Bit Mask.

1.
2

1. Select +.
In the Select
Entries window,
select one or
more Internet
services or
Internet service
groups from the
list.

3. Select Close.

1. Select +.
In the Select
Entries window,
select one or
more
applications or
application
control groups.

3. Select Close.

6. Inthe Outgoing Interfaces section, configure the following criteria for choosing which SD-WAN member interface

to route traffic through:
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GUI option Description Additional

configuration steps

Select Minimum
Quality (SLA).

Strategy The strategy that you want the SD-WAN rules to use.

One or more interfaces, in order of priority, that you want the 1

Interface preference In the Interface

FortiGate to use.
If you select more than one interface, the FortiGate

preference field,
select +.

evaluates the links from the top down. If all links meet the 2. Inthe Select
SLA criteria, the FortiGate uses the first link, even if that link Entries window,
isn’t the best quality link. select one or

If at any time, the current link doesn’t meet the SLA criteria, more interfaces.
and the next link in the configuration meets the SLA criteria, Select Close.
the FortiGate changes to that link, and so on. If none of the

links meet the SLA criteria, the FortiGate uses the preferred

link, which is the first link in the configuration, regardless of

its performance.

The FortiGate continually checks the links to see if any of

them meet the SLA criteria.

Required SLA target The name of the SLA target that you want the FortiGate to 1. Inthe Required
use to measure the quality of the links. SLA target field,
If you haven’t yet configured a performance SLA that you select +.
want to use, you can also use this option to create a new 2. Inthe Select

performance SLA.

Entries window,

select one or
more SLA targets
in the list, or
select + to create
anew
performance
SLA. Select
Close.

7. Select OK.
8. Goto Network > SD-WAN Rules to see the SD-WAN rules. You can drag and drop the rules to reorder them.

Configure the minimum quality SLA strategy — CLI

Configure SLA targets — CLI

config system virtual-wan-link
config health-check
edit <health check name>
config sla
edit <sla id>
set link-cost-factor {latency | jitter | packet-loss}
set latency-threshold <milliseconds>
set jitter-threshold <milliseconds>
set packetloss-threshold <percentage>
next
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end
next
end
end

Configure SD-WAN rules to use SLA targets — CLI

In the CLI, an SD-WAN rule is called a service.

config system virtual-wan-link
config service
edit <rule id>
set name <rule name>
set addr-mode {ipv4 | ipvé6}
next
end
end

Configure the source parameters:

CLI option Description

185

Additional

configuration
steps

set {src | src6} <address list> This is the same as the Source None
address option in the GUI.

set groups <group list> This is the same as the User group None

option in the GUI.

Configure the destination parameters:

Additional configuration steps

CLI option Description
set {dst | dst6} This is the same as the Address option in
<address list> the GUL.

The address list or address group list.

set protocol This is the same as the Protocol number
<protocol number> option in the GUI.

set internet-service Thisisthe same as the Internet Service
enable and Application options in the GUI.

FortiOS Handbook

None

If you set a specific protocol, you might
also need to set additional values, such
as:

set start-port <port number
set end-port <port number>

set tos <bit patte;n>

set tos—mask_<evaluated_bits>
For more information, see the FortiOS
CLI Reference.

If you enable the internet-service option,

set any of these options:

set internet-service-custom
<name list>

set internet-service-custom-
group <group list>

Fortinet Technologies Inc.
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CLI option Description Additional configuration steps

set internet-service-id <id
list> B

set internet-service-group
<group list>

set internet-service-ctrl <id
list> B

set internet-service-ctrl-group
<group list>

For more information, see the FortiOS

CLI Reference.

Configure outgoing interface parameters:

CLI option Description Additional configuration steps

set mode sla This is the same as the None
Minimum Quality (SLA)
option in the GUI.

set priority-members <member  Thisisthe same asthe None
sequence list> Interface preference option in

the GUI.
config sla This is the same as the Configure the SLA target settings:

Required SLA target optionin config sla

the GUI. edit <sla target name>

set id <sla id>
next -
end

Monitoring SD-WAN

You can use SD-WAN diagnostics to maintain an efficient and effective SD-WAN solution.

Monitoring SD-WAN link usage

The SD-WAN usage monitor shows traffic distribution between SD-WAN member interfaces in real time. You can view
traffic distribution by bandwidth, volume, and sessions.

Monitor SD-WAN link usage - GUI

1. Goto Network > SD-WAN.

2. Inthe SD-WAN Usage section, select one of the following options to view SD-WAN traffic distribution between the
member interfaces:
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« Bandwidth: Shows traffic distribution percentage of the bandwidth that each interface is using

« Volume: Shows traffic distribution percentage of the volume of sessions for each interface

» Sessions: Shows traffic distribution percentage of the number of sessions for each interface
3. Select Apply.

Monitoring SD-WAN traffic routing
You can see which applications are going through which destination interface in FortiView.

Monitor SD-WAN traffic routing — GUI
1. GotoFortiView > All Sessions.

2. View the information in the Destination Interface column.

Monitoring SD-WAN link quality status

You should monitor the link quality status of SD-WAN member interfaces, since link quality plays a significant role in link
selection for SD-WAN. Investigate any prolonged issues with packet loss, latency, and jitter to ensure that your network
doesn’t experience degraded performance or an outage.

Monitor SD-WAN link quality status - GUI

1. Goto Network > Performance SLA.
2. Monitor the information in the Packet Loss, Latency, and Jitter columns for each SLA.

The page displays arrows indicating the status of SD-WAN member interfaces. A green arrow indicates that the interface
was active and a red arrow indicates that the interface was inactive when the FortiGate performed the status checks.
The page also shows measurements for packet loss, latency, and jitter.

Monitoring system event logs

A FortiGate generates system event logs when an SD-WAN member interface route is added to or removed from the
routing table. You can use system events to investigate any route failovers.

Monitor system event logs - GUI

1. GotoLog & Report > System Events.
2. Useinformation in system event logs related to SD-WAN to investigate issues.

Verifying SD-WAN traffic routing
You can verify that traffic is exiting the FortiGate through the SD-WAN member interfaces as configured.

Verify SD-WAN traffic routing - GUI

1. GotoLog & Report > Forward Traffic.
2. Use information in the Destination Interface column to verify that traffic is routing correctly.
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Applying traffic shaping to SD-WAN traffic

You can apply traffic shaping to SD-WAN ftraffic.

If an application is necessary but you need to prevent it from impacting bandwidth, you can apply a bandwidth limit to the
application instead of blocking it entirely. For example, you can limit applications used for storage and backup and leave
enough bandwidth for more sensitive applications, such as video conferencing.

Viewing SD-WAN information in the Fortinet Security Fabric

You can view SD-WAN information for FortiGate devices that belong to a Security Fabric in the Physical and Logical
topology views on upstream FortiGate devices. This allows you to see which FortiGate devices have SD-WAN links
enabled and other basic SD-WAN information without having to log in to each FortiGate device.

View SD-WAN information in the Security Fabric — GUI

1. Go to one of the following:
« Security Fabric > Physical Topology
» Security Fabric > Logical Topology
2. Click a FortiGate device to see whether it has SD-WAN links enabled and view basic SD-WAN information.
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High availability

The basic high availability (HA) problem for TCP/IP networks and security gateways is keeping network traffic flowing.
Uninterrupted traffic flow is a critical component for online systems and media because critical business processes
quickly come to a halt when the network is down.

The security gateway is a crucial component of most networks since all traffic passes through it. A standalone network
security gateway is a single point of failure that is vulnerable to any number of software or hardware problems that could
compromise the device and bring all traffic on the network to a halt.
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HA solutions

A common solution to the high availability problem is to eliminate the security gateway as single point of failure by
introducing redundancy. With two or more redundant security gateways, if one fails, the remaining one or more gateways
keep the traffic flowing. FortiOS provides six redundancy solutions: industry standard VRRP as well as five proprietary
solutions: FortiGate Cluster Protocol (FGCP) high availability, FortiGate Session Life Support Protocol (FGSP) high
availability, Session-Aware Load Balancing Clustering (SLBC), Enhanced Load Balanced Clustering (ELBC) and
Content Clustering.

Ay
‘Q' You can combine more than one high availability solution into a single configuration. A
- common reason for doing this could be to add VRRP to an FGCP or FGSP configuration.

A strong and flexible High availability solution is required for many mission-critical firewall and security profile
applications. Each FortiOS high availability solution can be fine tuned to fit into many different network scenarios.

FortiGate Cluster Protocol (FGCP)

FGCP HA provides a solution for two key requirements of critical enterprise networking components: enhanced reliability
and increased performance. Enhanced reliability is achieved through device failover protection, link failover protection
and remote link failover protection. Also contributing to enhanced reliability is session failover protection for most IPv4
and IPv6 sessions including TCP, UDP, ICMP, IPsec VPN, and NAT sessions. Increased performance is achieved
though active-active HA load balancing. Extended FGCP features include full mesh HA and virtual clustering. You can
also fine tune the performance of the FGCP to change how a cluster forms and shares information among cluster units
and how the cluster responds to failures.
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When configured onto your network an FGCP cluster appears to be a single FortiGate operating in NAT or transparent
mode and configuration synchronization allows you to configure a cluster in the same way as a standalone FortiGate. Ifa
failover occurs, the cluster recovers quickly and automatically and also sends administrator notifications so that the
problem that caused the failure can be corrected and any failed equipment restored.

The FGCP is compatible with most network environments and most networking equipment. While initial configuration is
relatively quick and easy, a large number of tools and configuration options are available to fine tune the cluster for most
situations.

FortiGate Session Life Support Protocol (FGSP)

In a network that already includes load balancing (either with load balancers or routers) for traffic redundancy, two
entities (either standalone FortiGates or FGCP clusters) can be integrated into the load balancing configuration using the
FortiGate Session Life Support Protocol (FGSP). The external load balancers or routers can distribute sessions among
the FortiGates and the FGSP performs session synchronization of IPv4 and IPv6 TCP, SCTP, UDP, ICMP, expectation,
and NAT sessions to keep the session tables of both entities synchronized.
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If one of the FortiGates fails, session failover occurs and active sessions fail over to the unit that is still operating. This
failover occurs without any loss of data. As well, the external load balancers or routers detect the failover and re-

distribute all sessions to the unit that is still operating.

Load balancing and session failover is done by external routers or load balancers and not by the FGSP. The FortiGates
just perform session synchronization which allows session failover to occur without packet loss.

N ! /., In previous versions of FortiOS the FGSP was called TCP session synchronization or
q standalone session synchronization. However, the FGSP has been expanded to include the
3 synchronization of connectionless sessions, expectation sessions, and NAT sessions.

VRRP

FortiGates can function as primary or backup Virtual Router Redundancy Protocol (VRRP) routers and can be quickly
and easily integrated into a network that has already deployed VRRP. A FortiGate can be integrated into a VRRP group
with any third-party VRRP devices and VRRP can provide redundancy between multiple FortiGates. FortiOS supports

VRRP version 2 and 3.
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In a VRRP configuration, when a FortiGate operating as the primary router fails, a backup router takes its place and
continues processing network traffic. If the backup router is a FortiGate, the network continues to benefit from FortiOS
security features. If the backup router is simply a router, after a failure traffic will continue to flow, but FortiOS security
features will be unavailable until the FortiGate is back on line. You can include different FortiGate models in the same
VRRP group.

FortiOS supports IPv4 and IPv6 VRRP between two or more FortiGates and between FortiGates and third-party routers
that support VRRP. Using VRRP, you can assign VRRP routers as primary or backup routers. The primary router
processes traffic and the backup routers monitor the primary router and can begin forwarding traffic if the primary router
fails. Similar to the FGCP, you can set up VRRP among multiple FortiGates to provide redundancy. You can also create
a VRRP group with a FortiGate and any routers that support VRRP.

In a VRRP configuration that includes one FortiGate and one router, normally the FortiGate would be the primary router
and all traffic would be processed by the FortiGate. If the FortiGate fails, all traffic switches to the router. Network
connectivity is maintained even though FortiGate security features are unavailable until the FortiGate is back on line.

Session-Aware Load Balancing Clustering (SLBC)

Session-Aware Load Balancing Clusters consist of one or more FortiControllers acting as load balancers and two or
more FortiGate-5000s and operating as workers all installed in one or two FortiGate-5000 series chassis.

SLBC clusters load balance TCP and UDP sessions. As a session-aware load balancer, the FortiController includes
FortiASIC DP processors that maintain state information for all TCP and UDP sessions. The FortiASIC DP processors
are capable of directing any TCP or UDP session to any worker installed in the same chassis. This session-awareness
means that all TCP and UDP traffic being processed by a specific worker continues to be processed by the same worker.
Session-awareness also means that more complex networking features such as network address translation (NAT),
fragmented packets, complex UDP protocols, and complex protocols such as SIP that use pinholes, can be load
balanced by the cluster.

For more information about SLBC see the FortiController Session-Aware Load Balancing Guide.

FortiOS Handbook Fortinet Technologies Inc.



High availability 194

A\,
S L4
? You cannot mix FGCP and SLBC clusters in the same FortiGate-5000 chassis.

Enhanced Load Balancing Clustering (ELBC)

ELBC uses FortiSwitch-5000 series load balancers to load balance traffic to FortiGate-5000 workers installed in a
FortiGate-5000 chassis. ELBC enhances scalability, reliability, and availability of mission critical IP-based services, such
as firewall, antivirus, web filtering, IPS, and so on. It also provides high availability by detecting worker failures and
automatically redistributing traffic to the workers that are still operating.

ELBC applies a load balancing algorithm against the source and/or destination address of packets to generate a hash
key value. Each worker has hash key values assigned to it. If the workers are running, then the traffic is forwarded to the
worker assigned to the hash key. The hash key value generated by the algorithm, the hash keys accepted by the worker
blades, and the blade the traffic is sent to are automatically calculated by the FortiSwitch.

For more information about ELBC see the ELBC Configuration Guide.

Ay
S r'd
? You cannot mix FGCP and ELBC clusters in the same FortiGate-5000 chassis.

Content clustering

A content cluster employs FortiSwitch-5203Bs or FortiController-5902Ds to load balance content sessions to FortiGate-
5000 workers. FortiSwitch-5203B content clusters consist of one or more FortiSwitch-5203Bs and multiple FortiGate-
5001Bs workers. FortiController-5902D content clusters consist of one or more FortiController-5902Ds and multiple
FortiGate-5001B workers.

Operating as a FortiGate in content cluster mode, a primary FortiSwitch-5203B or FortiController-5902D performs
routing, firewalling, stateful inspection, IPsec and SSL VPN encryption/decryption, and other FortiGate functions. The
FortiSwitch-5203B includes NP4 processors and the FortiController-5902Ds includes NP6 processors and an integrated
switch fabrics that provides fastpath acceleration by offloading communication sessions from the FortiGate CPU.

Using content cluster weighted load balancing, the FortiSwitch-5203Bs or FortiController-5902Ds distribute sessions
that require content processing to the workers over the FortiGate-5000 chassis fabric backplane. Content processing
sessions include proxy and flow-based security profile functions such as virus scanning, intrusion protection, application
control, IPS, web filtering, email filtering, and VolP. Load balancing is offloaded to the NP4 or NP6 processors resulting
in improved load balancing performance. In some networks, the NP4 or NP6 processors also allow you to configure the
efficiently load balance TCP and UDP sessions.

Content cluster mode is similar to active-active HA where the FortiSwitch-5203B or FortiController-5902D operates as
the primary unit and load balances security profile sessions to the workers installed in the chassis using weighted load
balancing. In this configuration, the HA mode is active-active, the HA load balancing schedule is weight-round-robin and
load-balance-all is disabled. You can adjust the HA weighted load balancing weights to change how sessions are load
balanced.

You can add a second FortiSwitch-5203B or FortiController-5902D to a content cluster as a backup. The primary
FortiSwitch-5203B or FortiController-5902D can load balance sessions to the backup FortiSwitch-5203B or
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FortiController-5902D as well as the workers. You can control how many sessions are processed by the backup
FortiSwitch-5203B or FortiController-5902D by configuring the HA load balancing weights. You can also configure the
content cluster to operate the backup FortiSwitch-5203B or FortiController-5902D in standby mode. In this mode the
backup FortiSwitch-5203B or FortiController-5902D does not process any sessions but is just there to take over content
clustering if the primary unit fails.

Once the content cluster has been established and all FortiControllers and workers have joined the cluster, you can
configure the cluster from the FortiSwitch-5203B or FortiController-5902D GUI or CLI. All configuration changes made to
the primary unit are automatically synchronized to all cluster units.

FortiSwitch-5203B or FortiController-5902D firmware upgrades are done from the primary FortiSwitch-5203B or
FortiController-5902D GUI or CLI. Worker firmware upgrades are done from the FortiSwitch-5203B or FortiController-
5902D CLI where a single firmware image is uploaded once and synchronized to all of the workers.
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High availability

FGCP HA

A FortiGate HA cluster consists of two to four FortiGates configured for HA operation. Each FortiGate in a cluster is
called a cluster unit. All cluster units must be the same FortiGate model with the same FortiOS firmware build installed.
All cluster units must also have the same hardware configuration (for example, the same number of hard disks and so
on) and be running in the same operating mode (NAT mode or transparent mode).

196

Ay
S L4
q You can create an FGCP cluster of up to four FortiGates.

In addition the cluster units must be able to communicate with each other through their heartbeat interfaces. This
heartbeat communication is required for the cluster to be created and to continue operating. Without it, the cluster acts
like a collection of standalone FortiGates.

On startup, after configuring the cluster units with the same HA configuration and connecting their heartbeat interfaces,
the cluster units use the FortiGate Clustering Protocol (FGCP) to find other FortiGates configured for HA operation and
to negotiate to create a cluster. During cluster operation, the FGCP shares communication and synchronization
information among the cluster units over the heartbeat interface link. This communication and synchronization is called
the FGCP heartbeat or the HA heartbeat. Often, this is shortened to just heartbeat.

The cluster uses the FGCP to select the primary unit, and to provide device, link and session failover. The FGCP also
manages the two HA modes; active-passive (failover HA) and active-active (load balancing HA).

Synchronizing the configuration

The FGCP uses a combination of incremental and periodic synchronization to make sure that the configuration of all
cluster units is synchronized to that of the primary unit. This means that in most cases you only have to make a
configuration change once to have it synchronized to all cluster units. This includes special configuration settings that
include extra information (for example, 3rd party certificates, replacement message text files and graphics and so on).

Some configuration settings are not synchronized to support some aspects of FortiGate operation. The following settings
are not synchronized among cluster units:

o The FortiGate host name. Allows you to identify cluster units.

« The GUI Dashboard configuration. After a failover you may have to re-configure dashboard widgets.

» HA override.

« HA device priority.

o Virtual cluster 1 and Virtual cluster 2 device priorities.

o The HA priority (ha-priority) setting for a ping server or dead gateway detection configuration.

» The system interface settings of the FortiGate interface that becomes the HA reserved management interface.

» The default route for the reserved management interface, set using the ha-mgmt-interface-gateway option of
the config system hacommand.

« The dynamic weighted load balancing thresholds and high and low watermarks.
e OSPF summary-addresses settings.
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In addition licenses are not synchronized since each FortiGate must be licensed separately. This includes FortiCloud
activation and FortiClient licensing, and entering a license key if you purchased more than 10 Virtual Domains (VDOMS).

Preparing to setup HA

Before creating an FGCP cluster you should complete the following setup on each FortiGate.

DHCP and PPPoE

Make sure your FortiGate interfaces are configured with static IP addresses. If any interface gets its address using
DHCP or PPPoE you should temporarily switch it to a static address and enable DHCP or PPPoE after the cluster has
been established.

Firmware version

Make sure the FortiGates are running the same FortiOS firmware version.

About HA and licensing

All of the FortiGates in a cluster must have the same level of licensing. This includes licensing for FortiCare Support, IPS,
AntiVirus, Web Filtering, Mobile Malware, FortiClient, FortiCloud, and additional virtual domains (VDOMSs). You can add
FortiToken licenses at any time because they're synchronized to all cluster members.

If one of the FortiGates in a cluster has a lower level of licensing than other FortiGates in the cluster, then all of the
FortiGates in the cluster will revert to that lower licensing level. For example, if you only purchase FortiGuard Web
Filtering for one of the FortiGates in a cluster, when the cluster is operating, none of the cluster units will support
FortiGuard Web Filtering.

FortiOS Carrier license

If the FortiGates in the cluster will be running FortiOS Carrier, apply the FortiOS Carrier license before configuring the
cluster (and before applying other licenses). Applying the FortiOS Carrier license sets the configuration to factory
defaults, requiring you to repeat steps performed before applying the license. All FortiGates in the cluster must be
licensed for FortiOS Carrier.

Support contracts and FortiGuard, FortiCloud, FortiClient, and VDOM licensing

Register and apply these licenses to each FortiGate. This includes FortiCloud activation and FortiClient licensing, and
entering a license key if you purchased more than 10 Virtual Domains (VDOMS). All FortiGates in the cluster must have
the same level of licensing for FortiGuard, FortiCloud, FortiClient and VDOMs.
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FortiToken licenses

You only need two set of FortiToken licenses for the HA cluster and you only need to activate each token once. Normally
you would activate your tokens on the primary unit and this configuration and the seed information will be synchronized
to all cluster members so all tokens will then be activated for all cluster members.

If you have added FortiToken licenses and activated FortiTokens on a standalone FortiGate unit before configuring HA,
the licenses and the FortiToken activations will usually be synchronized to all cluster units after forming a cluster. To
make sure this goes smoothly you can make sure the FortiGate that you have added the licenses to becomes the
primary unit when setting up the cluster as described in How to set up FGCP HA on page 231.

Certificates

You can also install any third-party certificates on the primary FortiGate before forming the cluster. Once the cluster is
formed third-party certificates are synchronized to the secondary FortiGate.

Built-in factory certificates on the primary unit will be synchronized to the secondary FortiGate, despite the comment on
the Certificates page stating that "This certificate is embedded in the hardware at the factory and is unique to this unit."
While the certificate is unique in a standalone unit, in FGCP HA the cluster behaves as a single unit, so the cluster
shares the same certificates. If there is a failover, the unit continues to use the original primary FortiGate's certificate in
order to maintain the behaviour as one device.

Basic configuration steps

Each FortiGate in the cluster must have the same HA configuration. Once the cluster is connected, you can configure it
in the same way as you would configure a standalone FortiGate. The following example sets the HA mode to active-
passive and the HA password to HA_pass.
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\‘é', Make sure your FortiGate interfaces are configured with static IP addresses. If any interface

gets its address using DHCP or PPPoE you should temporarily switch it to a static address and
enable DHCP or PPPoE after the cluster has been established.

Make sure both FortiGates are running the same FortiOS firmware version. Register and apply licenses to both
FortiGates before adding them to the cluster. This includes licensing for FortiCare Support, IPS, AntiVirus, Web Filtering,
Mobile Malware, FortiClient, FortiCloud, and additional virtual domains (VDOMs). All FortiGates in the cluster must have
the same level of licensing for FortiGuard, FortiCloud, FortiClient, and VDOMs. FortiToken licenses can be added at any
time because they are synchronized to all cluster members.

Licenses
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You can also install any third-party certificates on the primary FortiGate before forming the cluster. Once the cluster is
formed, third-party certificates are synchronized to the backup FortiGate.

To configure a FortiGate for HA operation - GUI

1. Power on the FortiGate to be configured.

2. Loginto the GUI.

3. Locate the System Information Dashboard widget. Click on the System Information dashboard widget and select
Configure settings in System > Settings.

4. Enter a new Host Name for this FortiGate.
Changing the host name makes it easier to identify individual cluster units when the cluster is operating.

5. Goto System > HA and change the following settings:

Mode Active-Passive
Group Name Example_cluster
Password HA_pass

The password must be the same for all FortiGates in the cluster.
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You can accept the default configuration for the remaining HA options and change them later, once the cluster is
operating.

6. Select OK.
The FortiGate negotiates to establish an HA cluster. When you select OK you may temporarily lose connectivity
with the FortiGate as the HA cluster negotiates and the FGCP changes the MAC address of the FortiGate
interfaces. To be able to reconnect sooner, you can update the ARP table of your management PC by deleting the
ARP table entry for the FortiGate (or just deleting all ARP table entries). You may be able to delete the ARP table of
your management PC from a command prompt using a command similarto arp -d.

7. Power off the FortiGate.

8. Repeat this procedure for all of the FortiGates in the cluster.
Once all of the units are configured, continue by connecting the FortiGate HA cluster below.

To configure a FortiGate for HA operation - CLI

1. Power on the FortiGate to be configured.

2. Logintothe CLI.

3. Enter the following command to change the FortiGate host name.
config system global

set hostname Examplel host
end
Changing the host name makes it easier to identify individual cluster units when the cluster is operating.
4. Enter the following command to enable HA:
config system ha
set mode active-passive
set group-name Example cluster
set password HA pass
end
You can accept the default configuration for the remaining HA options and change them later, once the cluster is
operating.
The FortiGate negotiates to establish an HA cluster. You may temporarily lose connectivity with the FortiGate as the
HA cluster negotiates and because the FGCP changes the MAC address of the FortiGate interfaces. To be able to
reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table entry for the
FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your management PC
from a command prompt using a command similarto arp -d.
5. Power off the FortiGate.

6. Repeat this procedure for all of the FortiGates in the cluster.
Once all of the units are configured, continue with connecting the FortiGate HA cluster.

Connecting a FortiGate HA cluster

Use the following procedure to connect a cluster. Connect the cluster units to each other and to your network. You must
connect all matching interfaces in the cluster to the same switch, then connect these interfaces to their networks using
the same switch.

Although you can use hubs, Fortinet recommends using switches for all cluster connections for the best performance.

Connecting an HA cluster to your network temporarily interrupts communications on the network because new physical
connections are being made to route traffic through the cluster. Also, starting the cluster interrupts network traffic until
the individual cluster units are functioning and the cluster completes negotiation. Cluster negotiation is automatic and
normally takes just a few seconds. During system startup and negotiation all network traffic is dropped.
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This section describes how to connect the cluster shown below, which consists of two FortiGate-100D units to be
connected between the internet and a head office internal network. The wan1 interfaces of the FortiGate connect the
cluster to the internet and the internal interfaces connect the cluster to the internal network. The ha1 and ha2 interfaces
are used for redundant HA heartbeat links.

Example cluster connections

[
Internal Network k

Port 1 HA1 HA1L Port 1
FortiGate I[FEi HHHHH . e D ‘I I‘smmn ... .. D ‘I FortiGate
WAN1 HA2 HA2 WAN1

Switch

FortiGate-100D
Cluster

External
Router

To connect a FortiGate HA cluster

—

Connect the WAN1 interfaces of each cluster unit to a switch connected to the internet.
Connect the Port1 interfaces of each cluster unit to a switch connected to the internal network.

N

3. Connect the HA1 interfaces of the cluster units together. You can use a crossover Ethernet cable or a regular
Ethernet cable. (You can also connect the interfaces using Ethernet cables and a switch.)

4. Connect the HA2 interfaces of the cluster units together. You can use a crossover Ethernet cable or a regular
Ethernet cable. (You can also connect the interfaces using Ethernet cables and a switch.)

5. Power on both of the FortiGates.
As the cluster units start, they negotiate to choose the primary unit and the subordinate unit. This negotiation occurs
with no user intervention and normally just takes a few seconds.

At least one heartbeat interface should be connected together for the cluster to operate.
Do not use a switch port for the HA heartbeat traffic. This configuration is not supported.

You could use one switch to connect all four heartbeat interfaces. However, this is not recommended because if the
switch fails both heartbeat interfaces will become disconnected.

6. You can now configure the cluster as if it is a single FortiGate.

Verifying the cluster status from the HA Status dashboard widget

The HA Status dashboard widget shows the mode and group names of the cluster, the status of the cluster units and
their host names, the cluster uptime and the last time the cluster state changed. A state change can indicate the cluster
first forming or one of the cluster units changing its role in the cluster.
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The HA Status Dashboard widget also shows if the cluster units are synchronized. Mouse over each FortiGate in the
cluster to verify that they both have the same checksum.

HA Status H
Mode Active-Passive

Group External-HA-Cluster

Master @ External-Primary

Slave & External-Backup

Uptime 00:00:43:06

State Changed 00:00:02:07

Active-passive and active-active HA

The first decision to make when configuring FortiGate HA is whether to choose active-passive or active-active HA mode.
To configure the HA mode, go to System > HA and set Mode to Active-Passive or Active-Active.

From the CLI enter the following command to set the HA mode to active-passive:

config system ha
set mode a-p
end

To form a cluster, all cluster units must be set to the same mode. You can also change the mode after the cluster is up
and running. Changing the mode of a functioning cluster causes a slight delay while the cluster renegotiates to operate in
the new mode and possibly select a new primary unit.

Active-passive HA (failover protection)

An active-passive (A-P) HA cluster provides hot standby failover protection. An active-passive cluster consists of a
primary unit that processes communication sessions, and one or more subordinate units. The subordinate units are
connected to the network and to the primary unit but do not process communication sessions. Instead, the subordinate
units run in a standby state. In this standby state, the configuration of the subordinate units is synchronized with the
configuration of the primary unit and the subordinate units monitor the status of the primary unit.

Active-passive HA provides transparent device failover among cluster units. If a cluster unit fails, another immediately
take its place.

Active-passive HA also provides transparent link failover among cluster units. If a cluster unit interface fails or is
disconnected, this cluster unit updates the link state database and the cluster negotiates and may select a new primary
unit.
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If session failover (also called session pickup) is enabled, active-passive HA provides session failover for some
communication sessions.

The following example shows how to configure a FortiGate for active-passive HA operation. You would enter the exact
same commands on every FortiGate in the cluster.

config system ha
set mode a-p
set group-name myname
set password HApass
end

Active-active HA (load balancing and failover protection)

By default, active-active HA load balancing distributes proxy-based security profile processing to all cluster units. Proxy-
based security profile processing is CPU and memory-intensive, so FGCP load balancing may result in higher
throughput because resource-intensive processing is distributed among all cluster units.

Normally, sessions accepted by policies that don’t include security profiles are not load balanced and are processed by
the primary unit. You can configure active-active HA to load balance additional sessions.

An active-active HA cluster consists of a primary unit that receives all communication sessions and load balances them
among the primary unit and all of the subordinate units. In an active-active cluster the subordinate units are also
considered active since they also process content processing sessions. In all other ways active-active HA operates the
same as active-passive HA.

The following example shows how to configure a FortiGate for active-active HA operation. You would enter the exact
same commands on every FortiGate in the cluster.

config system ha
set mode a-a
set group-name myname
set password HApass
end

Identifying the cluster

You can use the cluster group name, group id, and password to identify a cluster and distinguish one cluster from
another. If you have more than one cluster on the same network, each cluster must have a different group name, group
id, and password.

Group name

Use the group name to identify the cluster. The maximum length of the group name is 32 characters. The group name
must be the same for all cluster units before the cluster units can form a cluster. After a cluster is operating, you can
change the group name. The group name change is synchronized to all cluster units. The group name appears on the
HA Status dashboard widget.

To add or change the group name from the GUI go to System > HA and change the Group name.

Enter the following CLI command to change the group name to Cluster_name:

config system ha
set group-name Cluster name
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end

Password

Use the password to identify the cluster. You should always change the password when configuring a cluster. The
password must be the same for all FortiGates before they can form a cluster. When the cluster is operating you can
change the password, if required. Two clusters on the same network cannot have the same password.

To change the password from the GUI go to System > HA and change the Password.

Enter the following CLI command to change the password to ha_pwd:

config system ha
set password ha pwd
end

Group ID

Similar to the group name, the group ID is also identifies the cluster. In most cases you do not have to change the group
ID. However, you should change the group ID if you have more than one cluster on the same network. All members of
the HA cluster must have the same group ID. The group ID is a number from 0 to 255.

Changing the group ID changes the cluster virtual MAC address. If two clusters on the same network have the same
group ID you may encounter MAC address conflicts.

Enter the following CLI command to change the group ID to 10:

config system ha
set group-id 10
end

Device, link, and session failover

The FGCP provides transparent device and link failover. You can also enable session pickup to provide session failover.
A failover can be caused by a hardware failure, a software failure, or something as simple as a network cable being
disconnected causing a link failover. When a failover occurs, the cluster detects and recognizes the failure and takes
steps to respond so that the network can continue to operate without interruption. The internal operation of the cluster
changes, but network components outside of the cluster notice little or no change.

If a failover occurs, the cluster also records log messages about the event and can be configured to send log messages
to a syslog server and to a FortiAnalyzer unit. The cluster can also send SNMP traps and alert email messages. These

alerts can notify network administrators of the failover and may contain information that the network administrators can

use to find and fix the problem that caused the failure.

For a complete description of device failover, link failover, and session failover, how clusters support these types of
failover, and how FortiGate HA clusters compensate for a failure to maintain network traffic flow see Failover protection
on page 337.

Primary unit selection with override disabled (default)

Once FortiGates recognize that they can form a cluster, the cluster units negotiate to select a primary unit. Primary unit
selection occurs automatically based on the criteria shown below, which assumes override is disabled (see Primary
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unit selection with override enabled on page 212 for an example with override enabled). After the cluster selects the
primary unit, all of the remaining cluster units become subordinate units.

Negotiation and primary unit selection also takes place if a primary unit fails (device failover) or if a monitored interface
fails or is disconnected (link failover). During a device or link failover, the cluster renegotiates to select a new primary unit
also using the criteria shown below.

Begin Negotiation

T
Equal

Failed Monitored
Interfaces

Fewer Greater
Equal

Age

Older Younger

Primary Equal Secondary
Unit Unit

Higher Lower

Device Priority

Equal

Higher Lower

Serial Number

For many basic HA configurations primary unit selection simply selects the cluster unit with the highest serial number to
become the primary unit. A basic HA configuration involves setting the HA mode to active-passive or active-active and
configuring the cluster group name and password. Using this configuration, the cluster unit with the highest serial
number becomes the primary unit because primary unit selection disregards connected monitored interfaces (because
interface monitoring is not configured), the age of the cluster units would usually always be the same, and all units would
have the same device priority.

Using the serial number is a convenient way to differentiate cluster units; so basing primary unit selection on the serial
number is predictable and easy to understand and interpret. Also the cluster unit with the highest serial number would
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usually be the newest FortiGate with the most recent hardware version. In many cases you may not need active control
over primary unit selection, so basic primary unit selection based on serial number is sufficient.

In some situations you may want have control over which cluster unit becomes the primary unit. You can control primary
unit selection by setting the device priority of one cluster unit to be higher than the device priority of all other cluster units.
If you change one or more device priorities, during negotiation, the cluster unit with the highest device priority becomes
the primary unit. As shown above, the FGCP selects the primary unit based on device priority before serial number. For
more information about how to use device priorities, see Primary unit selection and device priority on page 210.

The only other way that you can influence primary unit selection is by configuring interface monitoring (also called port
monitoring). Using interface monitoring you can make sure that cluster units with failed or disconnected monitored
interfaces cannot become the primary unit. See Primary unit selection and monitored interfaces on page 207.

Finally, the age of a cluster unit is determined by a number of operating factors. Normally the age of all cluster units is the
same so normally age has no effect on primary unit selection. Age does affect primary unit selection after a monitored
interface failure. For more information about age, see Primary unit selection and age on page 207.

Points to remember about primary unit selection

Some points to remember about primary unit selection:

o The FGCP compares primary unit selection criteria in the following order: Failed Monitored interfaces > Age >
Device Priority > Serial number. The selection process stops at the first criteria that selects one cluster unit.

« Negotiation and primary unit selection is triggered if a cluster unit fails or if a monitored interface fails.

« Ifthe HA age difference is more than 5 minutes (300 seconds), the cluster unit that is operating longer becomes the
primary unit.

« If HA age difference is less than 5 minutes (300 seconds), the device priority and FortiGate serial number selects
the cluster unit to become the primary unit.

« Every time a monitored interface fails the HA age of the cluster unitis reset to 0.

« Every time a cluster unit restarts the HA age of the cluster unitis reset to 0.

Viewing how the primary unit was selected

You canuse the get system ha statuscommand to see how the primary unit was selected. The output of this
command contains a section called Master selected using thatshows a history of how the primary unit was
selected. For example, when a cluster first forms this part of the command output could have one line showing that the
primary unit is the cluster unit with the highest uptime.

get system ha status

Master selected using:
<2016/10/12 11:13:23> FG-5KD3914800344 is selected as the master because it has the
largest value of uptime.

Over time more messages could be added as the cluster negotiates to choose a new primary unit on different occasions.
The command output below shows the cluster negotiated four times over a few days.

get system ha status
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Master selected using:

<2016/10/16 11:36:07> FG-5KD3914800344 is selected as the master because it has the
largest value of uptime.

<2016/10/15 11:24:11> FG-5KD3914800284 is selected as the master because it has the
largest value of override priority.

<2016/10/13 11:15:13> FG-5KD3914800344 is selected as the master because it has the
largest value of uptime.

<2016/10/11 11:13:23> FG-5KD3914800344 is selected as the master because it has the
largest value of uptime.

Primary unit selection and monitored interfaces

If you have configured interface monitoring, the unit with the fewest failed or disconnected monitored interfaces becomes
the primary unit.

If you are adding a device that has no monitored interfaces to a cluster with no failed or disconnected monitored
interfaces, the election considers them equal and moves to the next step in the primary unit selection.

Normally, when a cluster starts up, all monitored interfaces of all cluster units are connected and functioning normally.
So monitored interfaces do not usually affect primary unit selection when the cluster first starts.

A cluster always renegotiates when a monitored interface fails or is disconnected (called link failover). A cluster also
always renegotiates when a failed or disconnected monitored interface is restored.

If a primary unit monitored interface fails or is disconnected, the cluster renegotiates and if this is the only failed or
disconnected monitored interface the cluster selects a new primary unit.

If a subordinate unit monitored interface fails or is disconnected, the cluster also renegotiates but will not necessarily
select a new primary unit. However, the subordinate unit with the failed or disconnected monitored interface cannot
become the primary unit.

Multiple monitored interfaces can fail or become disconnected on more than one cluster unit. Each time a monitored
interface is disconnected or fails, the cluster negotiates to select the cluster unit with the most connected and operating
monitored interfaces to become the primary unit. In fact, the intent of the link failover feature is just this, to make sure that
the primary unit is always the cluster unit with the most connected and operating monitored interfaces.

Primary unit selection and age

The cluster unit with the highest age value becomes the primary unit. The age of a cluster unit is the amount of time since
a monitored interface failed or is disconnected. Age is also reset when a cluster unit starts (boots up). So, when all
cluster units start up at about the same time, they all have the same age. Age does not affect primary unit selection when
all cluster units start up at the same time. Age also takes precedence over priority for primary unit selection.

If a link failure of a monitored interface occurs, the age value for the cluster unit that experiences the link failure is reset.
So, the cluster unit that experienced the link failure also has a lower age value than the other cluster units. This reduced
age does not effect primary unit selection because the number of link failures takes precedence over the age.

If the failed monitored interface is restored the cluster unit that had the failed monitored interface cannot become the
primary unit because its age is still lower than the age of the other cluster units.
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In most cases, the way that age is handled by the cluster reduces the number of times the cluster selects a new primary
unit, which results in a more stable cluster since selecting a new primary unit has the potential to disrupt traffic.

Cluster age difference margin (grace period)

In any cluster, some of the cluster units may take longer to start up than others. This startup time difference can happen
as aresult of a number of issues and does not affect the normal operation of the cluster. To make sure that cluster units
that start slower can still become primary units, by default the FGCP ignores age differences of up to 5 minutes (300
seconds).

In most cases, during normal operation this age difference margin or grace period helps clusters function as expected.
However, the age difference margin can result in some unexpected behavior in some cases:

o During a cluster firmware upgrade with uninterruptible-upgrade enabled (the default configuration) the
cluster should not select a new primary unit after the firmware of all cluster units has been updated. But since the
age difference of the cluster units is most likely less than 300 seconds, age is not used to affect primary unit
selection and the cluster may select a new primary unit.

» During failover testing where cluster units are failed over repeatedly the age difference between the cluster units will
most likely be less than 5 minutes. During normal operation, if a failover occurs, when the failed unit rejoins the
cluster its age will be very different from the age of the still operating cluster units so the cluster will not select a new
primary unit. However, if a unit fails and is restored in a very short time the age difference may be less than 5
minutes. As a result the cluster may select a new primary unit during some failover testing scenarios.

Changing the cluster age difference margin

You can change the cluster age difference margin using the following command:

config system ha
set ha-uptime-diff-margin 60
end

This command sets the cluster age difference margin to 60 seconds (1 minute). The age difference margin range 1 to
65535 seconds. The default is 300 seconds.

You may want to reduce the margin if during failover testing you don’t want to wait the default age difference margin of 5
minutes. You may also want to reduce the margin to allow uninterruptible upgrades to work. See Operating a cluster on
page 303.

You may want to increase the age margin if cluster unit startup time differences are larger than 5 minutes.

Displaying cluster unit age differences

You can use the CLI command diagnose sys ha dump-by group to display the age difference of the unitsin a
cluster. This command also displays information about a number of HA-related parameters for each cluster unit.

For example, consider a cluster of two FortiGate units. Entering the diagnose sys ha dump-by group command
from the primary unit CLI displays information similar to the following:

diagnose sys ha dump-by group
HA information.
group-id=0, group-name='External-HA-Cluster'

gmember nr=2
'FGT6HD3916800525"': ha ip idx=1, hb packet version=6, last hb jiffies=52097155, link-
fails=11, weight/0=0/0
hbdev _nr=2: port3(mac=906c..70, last hb jiffies=52097155, hb lost=0), port4(mac=906c..71,
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last hb jiffies=52097155, hb lost=0),
'FGT6HD3916801195"': ha ip idx=0, hb packet version=6, last hb jiffies=0, linkfails=0,
weight/0=0/0

vcluster nr=1
vcluster 0: start time=1507754642(2017-10-11 13:44:02), state/o/chg time=2 (work) /2
(work) /1507754644 (2017-10-11 13:44:04)

'"FGT6HD3916801955': ha prio/o=1/1, link failure=0(0ld=0), pingsvr failure=0, flag-
g=0x00000000, uptime/reset cnt=0/1

'FGT6HD3916800525"': ha prio/o=0/0, link failure=0(o0ld=0), pingsvr failure=0, flag-
g=0x00000001, uptime/reset cnt=189/0

The last two lines of the output display status information about each cluster unit including the upt ime. The uptime is
the age difference in seconds between the two units in the cluster.

In the example, the age of the subordinate unit is 189 seconds more than the age of the primary unit. The age difference
is less than 5 minutes (less than 300 seconds) so age has no affect on primary unit selection. The cluster selected the
unit with the highest serial number to be the primary unit.

If port1 (the monitored interface) of the primary unit is disconnected, the cluster renegotiates and the former subordinate
unit becomes the primary unit. When you log into the new primary unit CLI and enter diagnose sys ha dump-by
group Yyou could get results similar to the following:

diagnose sys ha dump-by group
HA information.
group-id=0, group-name='External-HA-Cluster'

gmember nr=2
'FGT6HD3916800525"': ha ip idx=1, hb packet version=6, last hb jiffies=52097155, link-
fails=11, weight/o0=0/0

hbdev nr=2: port3 (mac=906c..70, last hb jiffies=52097155, hb lost=0), port4 (mac=906c..71,
last hb jiffies=52097155, hb lost=0),
'FGT6HD3916801195"': ha ip idx=0, hb packet version=6, last hb jiffies=0, linkfails=0,
weight/o0=0/0

vcluster nr=1
vcluster 0: start time=1507754642(2017-10-11 13:44:02), state/o/chg time=2 (work) /2
(work) /1507754644 (2017-10-11 13:44:04)

'"FGT6HD3916800525"': ha prio/o=1/1, link failure=0(0ld=0), pingsvr failure=0, flag-
g=0x00000000, uptime/reset cnt=0/1

'FGT6HD3916801955"': ha prio/o=0/0, link failure=0(o0ld=0), pingsvr failure=0, flag-
g=0x00000001, uptime/reset cnt=236/0

The command results show that the age of the new primary unit is 236 seconds higher than the age of the new
subordinate unit.

If port1 of the former primary unit is reconnected the cluster will once again make this the primary unit because the age
difference will still be less than 300 seconds. When you log into the primary unit CLI and enter diagnose sys ha
dump-by group you get results similar to the following:

diagnose sys ha dump-by group
HA information.
group-1d=0, group-name='External-HA-Cluster'

gmember nr=2
'FGT6HD3916800525': ha ip idx=1, hb packet version=6, last hb jiffies=52097155, link-
fails=11, weight/0=0/0
hbdev _nr=2: port3(mac=906c..70, last hb jiffies=52097155, hb lost=0), port4 (mac=906c..71,
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last hb jiffies=52097155, hb lost=0),
'FGT6HD3916801195"': ha ip idx=0, hb packet version=6, last hb jiffies=0, linkfails=0,
weight/0=0/0

vcluster nr=1
vcluster 0: start time=1507754642(2017-10-11 13:44:02), state/o/chg time=2 (work) /2
(work) /1507754644 (2017-10-11 13:44:04)

'"FGT6HD3916800525"': ha prio/o=1/1, link failure=0(0ld=0), pingsvr failure=0, flag-
g=0x00000000, uptime/reset cnt=0/1

'FGT6HD3916801955"': ha prio/o=0/0, link failure=0(o0ld=0), pingsvr failure=0, flag-
g=0x00000001, uptime/reset cnt=-236/0

Resetting the age of all cluster units

In some cases, age differences among cluster units can result in the wrong cluster unit or the wrong virtual cluster
becoming the primary unit. For example, if a cluster unit set to a high priority reboots, that unit will have a lower age than
other cluster units when it rejoins the cluster. Since age takes precedence over priority, the priority of this cluster unit will
not be a factor in primary unit selection.

This problem also affects virtual cluster VDOM partitioning in a similar way. After a reboot of one of the units in a virtual
cluster configuration, traffic for all VDOMs could continue to be processed by the cluster unit that did not reboot. This can
happen because the age of both virtual clusters on the unit that did not reboot is greater that the age of both virtual
clusters on the unit that rebooted.

One way to resolve this issue is to reboot all of the cluster units at the same time so that the age of all of the cluster units
is reset. However, rebooting cluster units may interrupt or at least slow down traffic. If you would rather not reboot all of
the cluster units you can instead use the following command to reset the age of individual cluster units.

diagnose sys ha reset-uptime

This command resets the age of a unit back to zero so that if no other unit in the cluster was reset at the same time, it will
now have the lowest age. You would use this command to reset the age of the cluster unit that is currently the primary
unit. Since it will have the lowest age, the other unit in the cluster will have the highest age and can then become the
primary unit.

The diagnose sys ha reset-uptime command should only be used as a temporary

NP solution. The command resets the HA age internally and does not affect the up time displayed
‘Q' for cluster units using the diagnose sys ha dump-by all-vcluster command orthe
- up time displayed on the Dashboard or cluster members list. To make sure the actual up time

for cluster units is the same as the HA age you should reboot the cluster units during a
maintenance window.

Primary unit selection and device priority

A cluster unit with the highest device priority becomes the primary unit when the cluster starts up or renegotiates. By
default, the device priority for all cluster units is 128. You can change the device priority to control which FortiGate
becomes the primary unit during cluster negotiation. All other factors that influence primary unit selection either cannot
be configured (age and serial number) or are synchronized among all cluster units (interface monitoring). You can set a
different device priority for each cluster unit. During negotiation, if all monitored interfaces are connected, and all cluster
units enter the cluster at the same time (or have the same age), the cluster with the highest device priority becomes the
primary unit.
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A higher device priority does not affect primary unit selection for a cluster unit with the most failed monitored interfaces or
with an age that is higher than all other cluster units because failed monitored interfaces and age are used to select a
primary unit before device priority.

Increasing the device priority of a cluster unit does not always guarantee that this cluster unit will become the primary
unit. During cluster operation, an event that may affect primary unit selection may not always result in the cluster
renegotiating. For example, when a unit joins a functioning cluster, the cluster will not renegotiate. So if a unit with a
higher device priority joins a cluster the new unit becomes a subordinate unit until the cluster renegotiates.

NP Enabling the override HA CLI keyword makes changes in device priority more effective by
‘Q' causing the cluster to negotiate more often to make sure that the primary unit is always the unit
- with the highest device priority. For more information about override, see Primary unit

selection with override disabled (default) on page 204.

Controlling primary unit selection by changing the device priority

You set a different device priority for each cluster unit to control the order in which cluster units become the primary unit
when the primary unit fails.

To change the device priority from the GUI go to System > HA and change the Device priority.

Enter the following CLI command to change the device priority to 200:

config system ha
set priority 200
end

The device priority is not synchronized among cluster units. In a functioning cluster you can change the device priority of
any unit in the cluster. Whenever you change the device priority of a cluster unit, when the cluster negotiates, the unit
with the highest device priority becomes the primary unit.

The following example shows how to change the device priority of a subordinate unit to 255 so that this subordinate unit
becomes the primary unit. You can change the device priority of a subordinate unit by going to System > HA and
selecting the Edit icon for the subordinate unit. Or from the CLI you can use the execute ha manage 0 command to
connect to the highest priority subordinate unit. After you enter the following commands the cluster renegotiates and
selects a new primary unit.

execute ha manage 1
config system ha
set priority 255
end

If you have three units in a cluster you can set the device priorities as shown below. When the cluster starts up, cluster
unit A becomes the primary unit because it has the highest device priority. If unit A fails, unit B becomes the primary unit
because unit B has a higher device priority than unit C.

Example device priorities for a cluster of three FortiGates

Cluster unit Device priority

A 200
B 100
Cc 50
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When configuring HA you do not have to change the device priority of any of the cluster units. If all cluster units have the
same device priority, when the cluster first starts up the FGCP negotiates to select the cluster unit with the highest serial
number to be the primary unit. Clusters also function normally if all units have the same device priority.

You can change the device priority if you want to control the roles that individual units play in the cluster. For example, if
you want the same unit to always become the primary unit, set this unit device priority higher than the device priority of
other cluster units. Also, if you want a cluster unit to always become a subordinate unit, set this cluster unit device priority
lower than the device priority of other cluster units.

If you have a cluster of three units you can set a different priority for each unit to control which unit becomes the primary
unit when all three cluster units and functioning and which will be the primary unit when two cluster units are functioning.

The device priority range is 0 to 255. The default device priority is 128.

If you are configuring a virtual cluster, if you have added virtual domains to both virtual clusters, you can set the device
priority that the cluster unit has in virtual cluster 1 and virtual cluster 2. If a FortiGate has different device priorities in
virtual cluster 1 and virtual cluster 2, the FortiGate may be the primary unit in one virtual cluster and the subordinate unit
in the other.

Primary unit selection and the FortiGate serial number

The cluster unit with the highest serial number is more likely to become the primary unit. When first configuring
FortiGates to be added to a cluster, if you do not change the device priority of any cluster unit, then the cluster unit with
the highest serial number always becomes the primary unit.

Age does take precedence over serial number, so if a cluster unit takes longer to join a cluster for some reason (for
example if one cluster unit is powered on after the others), that cluster unit will not become the primary unit because the
other units have been in the cluster longer.

Device priority and failed monitored interfaces also take precedence over serial number. A higher device priority means
a higher priority. So if you set the device priority of one unit higher or if a monitored interface fails, the cluster will not use
the FortiGate serial number to select the primary unit.

Primary unit selection with override enabled

The HA override CLI command is disabled by default. When override is disabled, a cluster will still renegotiate
when an event occurs that affects primary unit selection, such as changes in device priority or a disconnected monitored
interface.

Ay
‘?' For a virtual cluster configuration, override is enabled by default for both virtual clusters
- when you enable virtual cluster 2. For more information, see Virtual clustering on page 280.

In most cases you should keep override disabled to reduce how often the cluster negotiates. Frequent negotiations
may cause frequent traffic interruptions.

However, if you want to make sure that the same cluster unit always operates as the primary unit and if you are less
concerned about frequent cluster negotiation you can set its device priority higher than other cluster units and enable
override.

To enable override, connect to each cluster unit CLI (using the execute ha manage command) and use the
config system ha CLIcommand toenable override.
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For override to be effective, you must also set the device priority highest on the cluster unit that you want to always be
the primary unit. To increase the device priority, from the CLI use the config system ha command and increase the
value of the priority keyword to a number higher than the default priority of 128.

You can also increase the device priority from the GUI by going to System > HA. To increase the device priority of the
primary unit select edit for the primary or subordinate unit and set the Device Priority to a number higher than 128.

Ay
‘Q' The override setting and device priority value are not synchronized to all cluster units. You
- must enable override and adjust device priority manually and separately for each cluster unit.

With override enabled, the primary unit with the highest device priority will always become the primary unit. Whenever
an event occurs that may affect primary unit selection, the cluster negotiates. For example, when override is enabled
a cluster renegotiates when you change the device priority of any cluster unit or when you add a new unit to a cluster.

Override and primary unit selection

Enabling override changes the order of primary unit selection. As shown below, if override is enabled, primary unit
selection considers device priority before age and serial number. This means that if you set the device priority higher on
one cluster unit, with override enabled this cluster unit becomes the primary unit even if its age and serial number are
lower than other cluster units.

Similar to when override is disabled, when override is enabled primary unit selection checks for connected
monitored interfaces first. So if interface monitoring is enabled, the cluster unit with the most disconnected monitored
interfaces cannot become the primary unit, even of the unit has the highest device priority.

If all monitored interfaces are connected (or interface monitoring is not enabled) and the device priority of all cluster units
is the same then age and serial number affect primary unit selection.
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Controlling primary unit selection using device priority and override

To configure one cluster unit to always become the primary unit you should set its device priority to be higher than the
device priorities of the other cluster units and you should enable override on all cluster units.

Using this configuration, when the cluster is operating normally the primary unit is always the unit with the highest device
priority. If the primary unit fails the cluster renegotiates to select another cluster unit to be the primary unit. If the failed
primary unit recovers, starts up again and rejoins the cluster, because override is enabled, the cluster renegotiates.
Because the restarted primary unit has the highest device priority it once again becomes the primary unit.

In the same situation with override disabled, because the age of the failed primary unit is lower than the age of the
other cluster units, when the failed primary unit rejoins the cluster it does not become the primary unit. Instead, even
though the failed primary unit may have the highest device priority it becomes a subordinate unit because its age is lower
than the age of all the other cluster units.
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Points to remember about primary unit selection when override is enabled

Some points to remember about primary unit selection when override is enabled:

o The FGCP compares primary unit selection criteria in the following order: Failed Monitored Interfaces > Device
Priority > Age > Serial number. The selection process stops at the first criteria that selects one cluster unit.

« Negotiation and primary unit selection is triggered whenever an event occurs which may affect primary unit
selection. For example negotiation occurs, when you change the device priority, when you add a new unit to a
cluster, if a cluster unit fails, or if a monitored interface fails.

» Device priority is considered before age. Otherwise age is handled the same when override is enabled.

Configuration changes can be lost if override is enabled

In some cases, when override is enabled and you make configuration changes to an HA cluster these changes can be
lost. For example, consider the following sequence:

1. Accluster of two FortiGates is operating with override enabled.
o FGT-A: Primary unit with device priority 200 and with override enabled
» FGT-B: Subordinate unit with device priority 100 and with override disabled
« If both units are operating, FGT-A always becomes the primary unit because FGT-A has the highest device
priority.
2. FGT-Afails and FGT-B becomes the new primary unit.

The administrator makes configuration changes to the cluster.
The configuration changes are made to FGT-B because FGT-B is operating as the primary unit. These
configuration changes are not synchronized to FGT-A because FGT-A is not operating.

FGT-A is restored and starts up again.

The cluster renegotiates and FGT-A becomes the new primary unit.

The cluster recognizes that the configurations of FGT-A and FGT-B are not the same.
The configuration of FGT-A is synchronized to FGT-B.

The configuration is always synchronized from the primary unit to the subordinate units.

8. The cluster is now operating with the same configuration as FGT-A. The configuration changes made to FGT-B
have been lost.

d

No a ks

The solution

When override is enabled, you can prevent configuration changes from being lost by doing the following:

« Verify that all cluster units are operating before making configuration changes (from the GUI go to System > HA to
view the cluster members list or from the FortiOS CLI enter get system ha status).

« Make sure the device priority of the primary unit is set higher than the device priorities of all other cluster units before

making configuration changes.

o Disable override either permanently or until all configuration changes have been made and synchronized to all
cluster units.

Override and disconnecting a unit from a cluster

A similar scenario to that described above may occur when override is enabled and you use the Disconnect from

Cluster option from the GUI or the execute ha disconnect command from the CLI to disconnect a cluster unit from

a cluster.

215
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Configuration changes made to the cluster can be lost when you reconnect the disconnected unit to the cluster. You
should make sure that the device priority of the disconnected unit is lower than the device priority of the current primary
unit. Otherwise, when the disconnected unit joins the cluster, if override is enabled, the cluster renegotiates and the
disconnected unit may become the primary unit. If this happens, the configuration of the disconnected unit is
synchronized to all other cluster units and any configuration changes made between when the unit was disconnected
and reconnected are lost.

Delaying how quickly the primary unit rejoins the cluster when override is enabled

In some cases, when override is enabled and the unit designated to be the primary unit rejoins the cluster after it has
rebooted, it will become the primary unit too soon and cause traffic disruption. This can happen, for example, if one of the
FortiGate interfaces gets its address using PPPoE. If the backup unit is operating as the primary unit and processing
traffic, when the primary unit comes up it may need a short time to get a new IP address from the PPPoOE server. If the
primary unit takes over the cluster before it has an IP address, traffic will be disrupted until the primary unit gets its
address.

You can resolve this problem by using the following command to add a wait time. In this example the wait time is 10
seconds. The wait time range is 0 to 3600 seconds and the default wait time is 0 seconds.

config system ha
set override-wait-time 10
end

With this wait time configured, after the primary unit is up and running it has 10 seconds to synchronize sessions, get IP
addresses from PPPoE and DHCP servers and so on. After 10 seconds the primary unit sends gratuitous arp packets
and all traffic to the cluster is sent to the new primary unit. You can adjust the wait time according to the conditions on
your network.

The override wait time can only be configured when HA override is enabled, and it is only activated after a unit boots up.
For example, it is not activated after a failover triggered by the monitor interface, or when HA is changed from standalone
mode to A-P or A-A mode.

During the override wait time, after the FortiGate has booted up, its HA priority is effectively zero. After the wait time
expires, the FortiGate resumes its configured HA priority.

DHCP and PPPoE compatability

FortiGate HA is compatible with DHCP and PPPoE but care should be taken when configuring a cluster that includes a
FortiGate interface configured to get its IP address with DHCP or PPPoE. Fortinet recommends that you turn on DHCP
or PPPoE addressing for an interface after the cluster has been configured. If an interface is configured for DHCP or
PPPoE, turning on high availability may result in the interface receiving an incorrect address or not being able to connect
to the DHCP or PPPoE server correctly.

Al
‘Q' You cannot switch to operate in HA mode if one or more FortiGate interfaces is configured as a
- PPTP or L2TP client.

You can configure a cluster to act as a DHCP server or a DHCP relay agent. In both active-passive and active-active
clusters DHCP relay sessions are always handled by the primary unit. It is possible that a DHCP relay session could be
interrupted by a failover. If this occurs the DHCP relay session is not resumed after the failover and the DHCP client may
have to repeat the DHCP request.
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When a cluster is operating as a DHCP server the primary unit responds to all DHCP requests and maintains the DHCP
server address lease database. The cluster also dynamically synchronizes the DHCP server address lease database to
the subordinate units. If a failover occurs, the new primary unit will have an up-to-date DHCP server address lease
database. Synchronizing the DHCP address lease database prevents the new primary unit from responding incorrectly
to new DHCP requests after a failover.

Also, it is possible that when FortiGates first negotiate to form a cluster that a unit that ends up as a subordinate unitin
the cluster will have information in its DHCP address lease database that the cluster unit operating as the primary unit
does note have. This can happen if a FortiGate responds to DHCP requests while operating as a standalone unit and
then when the cluster is formed this unit becomes a subordinate unit. Because of this possibility, after a cluster is formed
the DHCP address lease databases of all of the cluster units are merged into one database which is then synchronized
to all cluster units.

Distributed clustering

The FGCP supports widely separated cluster units installed in different physical locations. Distributed clusters (or
geographically distributed clusters) can have cluster units in different rooms in the same building, different buildings in
the same location, or even different geographical sites such as different cities, countries or continents.

Just like any cluster, distributed clusters require heartbeat communication between cluster units. In a distributed cluster
this heartbeat communication can take place over the internet or over other transmission methods including satellite
linkups.

Most Data Center Interconnect (DCI) or MPLS-based solutions that support layer 2 extensions between the remote data
centers should also support HA heartbeat communication between the FortiGates in the distributed locations. Using
VLANSs and switches in promiscuous mode to pass all traffic between the locations can also be helpful.

HA heartbeat IP addresses are not configurable so the heartbeat interfaces have to be able to communication over the
same subnet. See HA heartbeat interface IP addresses on page 342.

L2 Extension
Switch (MPLS) Switch
(promiscus (promiscus
’ mode) mode) ’
Portl Portl
Port2 Port2
HA HA
FortiGate-1 FortiGate-2
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Because of the possible distance it may take a relatively long time for heartbeat packets to be transmitted between
cluster units. This could lead to a split brain scenario. To avoid a split brain scenario you can increase the heartbeat
interval so that the cluster expects extra time between heartbeat packets. A general rule is to configure the failover time
to be longer than the max latency. You could also increase the hb-1ost-threshold to tolerate losing heartbeat
packets if the network connection is less reliable.

In addition you could use different link paths for heartbeat packets to optimize HA heartbeat communication. You could
also configure QoS on the links used for HA heartbeat traffic to make sure heartbeat communication has the highest
priority.

For information about changing the heartbeat interval and other heartbeat related settings, see Modifying heartbeat
timing on page 344.

Clusters of three or four FortiGates

The FGCP supports a cluster of two, three, or four FortiGates. You can add more than two units to a cluster to improve
reliability: if two cluster units fail the third will continue to operate and so on. A cluster of three or four units in active-active
mode may improve performance since another cluster unit is available for security profile processing. However, active-
active FGCP HA results in diminishing performance returns as you add units to the cluster, so the additional
performance achieved by adding the third cluster unit may not be worth the cost.

There are no special requirements for clusters of more than two units. Here are a few recommendations though:

» The matching heartbeat interfaces of all of the cluster units must be able to communicate with each other. So each
unit's matching heartbeat interface should be connected to the same switch. If the ha1 interface is used for
heartbeat communication, then the ha1 interfaces of all of the units in the cluster must be connected together so
communication can happen between all of the cluster units over the ha1 interface.

« Redundant heartbeat interfaces are recommended. You can reduce the number of points of failure by connecting
each matching set of heartbeat interfaces to a different switch. This is not a requirement; however, and you can
connect both heartbeat interfaces of all cluster units to the same switch. However, if that switch fails the cluster will
stop forwarding traffic.

» For any cluster, a dedicated switch for each heartbeat interface is recommended because of the large volume of
heartbeat traffic and to keep heartbeat traffic off of other networks, but it is not required.

o Full mesh HA can scale to three or four FortiGates. Full mesh HA is not required if you have more than 2 unitsin a
cluster.

« Virtual clustering can only be done with two FortiGates.

Connecting a cluster of three FortiGates

This example shows how to connect a cluster of three FortiGates where:

« Port1 connects the cluster to the internet
o Port2 connects the cluster to the internal network
o Port3 and Port4 are the heartbeat interfaces

Use the following steps to connect the cluster units to each other and to their networks:

1. Connect the network interfaces:
2. Connect the port1 interface of each FortiGate to the same switch (Switch 1) and connect this switch to the internet.

3. Connect the port2 interface of each FortiGate to the same switch (Switch 2) and connect this switch to the internal
Network.
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Switch 1

4. Connectthe heartbeat interfaces:
5. Connect the port3 interface of each FortiGate to the same switch (Switch 3)
6. Connect the port4 interface of each FortiGate to the same switch (Switch 4)
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Connecting the heartbeat interfaces (cluster of three FortiGates)

Switch 3

FGT_ha_1

Switch 4

The network and heartbeat connections when combined into one diagram appear like the following:
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Network and heartbeat interface connections (cluster of three FortiGates)

Internal Network

Switch 2

Switch 3

Port 2

FGT_ha_1 FGT_ha_3

Port 1

Router

Disk storage

If your cluster units include storage disks (for example for storing log messages, WAN optimization data and web
caching) all cluster units must have identical storage disk configurations. This means each cluster unit must have same
number of disks (including AMC and FortiGate Storage Module (FSM) hard disks) and also means that matching disks in
each cluster unit must be the same size, have the same format, and have the same number of partitions.

In most cases the default hard disk configuration of the cluster units will be compatible. However, a hard disk formatted
by an older FortiGate firmware version may not be compatible with a hard disk formatted by a more recent firmware
version. Problems may also arise if you have used the execute scsi-dev command to add or change hard disk
protections.

If a cluster unit CLI displays hard disk compatibility messages, you may need to use the execute scsi-dev delete
command to delete partitions. You can also use the execute formatlogdisk command to reformat disks. In some
cases after deleting all partitions and reformatting the disks, you may still see disk incompatibility messages. If this
happens, visit the Fortinet Support website assistance.
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FGCP best practices

Fortinet suggests the following practices related to high availability:

Use Active-Active HA to distribute TCP and UTM sessions among multiple cluster units. An active-active cluster
may have higher throughput than a standalone FortiGate unit or than an active-passive cluster.

Use a different host name on each FortiGate unit when configuring an HA cluster. Fewer steps are required to add
host names to each cluster unit before configuring HA and forming a cluster.

Consider adding an Alias to the interfaces used for the HA heartbeat so that you always get a reminder about what
these interfaces are being used for.

Enabling 1oad-balance-all canincrease device and network load since more traffic is load-balanced. This may
be appropriate for use in a deployment using the firewall capabilities of the FortiGate unit and IPS but no other
content inspection.

An advantage of using session pickup is that non-content inspection sessions will be picked up by the new primary
unit after a failover. The disadvantage is that the cluster generates more heartbeat traffic to support session pickup
as a larger portion of the session table must be synchronized. Session pickup should be configured only when
required and is not recommended for use with SOHO FortiGate models. Session pickup should only be used if the
primary heartbeat link is dedicated (otherwise the additional HA heartbeat traffic could affect network performance).

If session pickup is not selected, after a device or link failover all sessions are briefly interrupted and must be re-
established at the application level after the cluster renegotiates. For example, after a failover, users browsing the
web can just refresh their browsers to resume browsing. Users downloading large files may have to restart their
download after a failover. Other protocols may experience data loss and some protocols may require sessions to be
manually restarted. For example, a user downloading files with FTP may have to either restart downloads or restart
their FTP client.

If you need to enable session pickup, consider enabling session-pickup-delay to improve performance by
reducing the number of sessions that are synchronized. See Improving session synchronization performance on
page 1.

Consider using the session-sync-dev option to move session synchronization traffic off the HA heartbeat link to
one or more dedicated session synchronization interfaces. See Improving session synchronization performance on
page 1.

To avoid unpredictable results, when you connect a switch to multiple redundant or aggregate interfaces in an
active-passive cluster you should configure separate redundant or aggregate interfaces on the switch; one for each
cluster unit.

Use SNMP, syslog, or email alerts to monitor a cluster for failover messages. Alert messages about cluster failovers
may help find and diagnose network problems quickly and efficiently.

Heartbeat interfaces

Fortinet suggests the following practices related to heartbeat interfaces:

Do not use a FortiGate switch port for the HA heartbeat traffic. If no HA interface is available,
convert a switch port to an individual interface.

Configure at least two heartbeat interfaces and set these interfaces to have different priorities.

For clusters of two FortiGate units, as much as possible, heartbeat interfaces should be directly connected using
patch cables (without involving other network equipment such as switches). If switches have to be used they should
not be used for other network traffic that could flood the switches and cause heartbeat delays.

If you cannot use a dedicated switch, the use of a dedicated VLAN can help limit the broadcast domain to protect the
heartbeat traffic and the bandwidth it creates.

FortiOS Handbook Fortinet Technologies Inc.



High availability 223

For clusters of three or four FortiGate units, use switches to connect heartbeat interfaces. The corresponding
heartbeat interface of each FortiGate unit in the cluster must be connected to the same switch. For improved
redundancy use a different switch for each heartbeat interface. In that way if the switch connecting one of the
heartbeat interfaces fails or is unplugged, heartbeat traffic can continue on the other heartbeat interfaces and
switch.

Isolate heartbeat interfaces from user networks. Heartbeat packets contain sensitive cluster configuration
information and can consume a considerable amount of network bandwidth. If the cluster consists of two FortiGate
units, connect the heartbeat interfaces directly using a crossover cable or a regular Ethernet cable. For clusters with
more than two units, connect heartbeat interfaces to a separate switch that is not connected to any network.

If heartbeat traffic cannot be isolated from user networks, enable heartbeat message encryption and authentication
to protect cluster information. See Enabling or disabling HA heartbeat encryption and authentication on page 345.
Configure and connect redundant heartbeat interfaces so that if one heartbeat interface fails or becomes
disconnected, HA heartbeat traffic can continue to be transmitted using the backup heartbeat interface. If heartbeat
communication fails, all cluster members will think they are the primary unit resulting in multiple devices on the
network with the same IP addresses and MAC addresses (condition referred to as Split Brain) and communication
will be disrupted until heartbeat communication can be reestablished.

Do not monitor dedicated heartbeat interfaces; monitor those interfaces whose failure should trigger a device
failover.

Where possible at least one heartbeat interface should not be connected to an NP4 or NP6 processor to avoid NP4
or NP6-related problems from affecting heartbeat traffic.

Where possible, the heartbeat interfaces should not be connected to an NP4 or NP6 processor that is also
processing network traffic.

Where possible, each heartbeat interface should be connected to a different NP4 or NP6 processor.

Any FortiGate interface can be used as a heartbeat interface including 10/100/1000Base-T, SFP, QSFP fiber and
copper, and so on. If you set up two or more interfaces as heartbeat interfaces each interface can be a different type
and speed.

Interface monitoring (port monitoring)

Fortinet suggests the following practices related to interface monitoring (also called port monitoring):

Wait until a cluster is up and running and all interfaces are connected before enabling interface monitoring. A
monitored interface can easily become disconnected during initial setup and cause failovers to occur before the
cluster is fully configured and tested.

Monitor interfaces connected to networks that process high priority traffic so that the cluster maintains connections
to these networks if a failure occurs.

Avoid configuring interface monitoring for all interfaces.

Supplement interface monitoring with remote link failover. Configure remote link failover to maintain packet flow if a
link not directly connected to a cluster unit (for example, between a switch connected to a cluster interface and the
network) fails. See Remote link failover on page 371.

FGCP HA glossary

The following HA-specific terms are used in this document.
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Cluster

A group of FortiGates that act as a single virtual FortiGate to maintain connectivity even if one of the FortiGates in the
cluster fails.

Cluster unit

A FortiGate operating in a FortiGate HA cluster.

Device failover

Device failover is a basic requirement of any highly available system. Device failover means that if a device fails, a
replacement device automatically takes the place of the failed device and continues operating in the same manner as
the failed device.

Failover

A FortiGate taking over processing network traffic in place of another unit in the cluster that suffered a device failure or a
link failure.

Failure

A hardware or software problem that causes a FortiGate or a monitored interface to stop processing network traffic.

FGCP

The FortiGate clustering protocol (FGCP) that specifies how the FortiGates in a cluster communicate to keep the cluster
operating.

Full mesh HA

Full mesh HA is a method of removing single points of failure on a network that includes an HA cluster. FortiGate models
that support redundant interfaces can be used to create a cluster configuration called full mesh HA. Full mesh HA
includes redundant connections between all network components. If any single component or any single connection
fails, traffic switches to the redundant component or connection.

HA virtual MAC address

When operating in HA mode, all of the interfaces of the primary unit acquire the same HA virtual MAC address. All
communications with the cluster must use this MAC address. The HA virtual MAC address is set according to the group
ID.

Heartbeat

Also called FGCP heartbeat or HA heartbeat. The heartbeat constantly communicates HA status and synchronization
information to make sure that the cluster is operating properly.

Heartbeat device

An Ethernet network interface in a cluster that is used by the FGCP for heartbeat communications among cluster units.
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Heartbeat failover

If an interface functioning as the heartbeat device fails, the heartbeat is transferred to another interface also configured
as an HA heartbeat device.

Hello state

In the hello state a cluster unit has powered on in HA mode, is using HA heartbeat interfaces to send hello packets, and
is listening on its heartbeat interfaces for hello packets from other FortiGates. Hello state may appear in HA log
messages.

High availability

The ability that a cluster has to maintain a connection when there is a device or link failure by having another unit in the
cluster take over the connection, without any loss of connectivity. To achieve high availability, all FortiGates in the cluster
share session and configuration information.

Interface monitoring

You can configure interface monitoring (also called port monitoring) to monitor FortiGate interfaces to verify that the
monitored interfaces are functioning properly and connected to their networks. If a monitored interface fails or is
disconnected from its network the interface leaves the cluster and a link failover occurs. For more information about
interface monitoring, see Link failover on page 365.

Link failover

Link failover means that if a monitored interface fails, the cluster reorganizes to re-establish a link to the network that the
monitored interface was connected to and to continue operating with minimal or no disruption of network traffic.

Load balancing

Also known as active-active HA. All units in the cluster process network traffic. The FGCP employs a technique similar to
unicast load balancing. The primary unit interfaces are assigned virtual MAC addresses which are associated on the
network with the cluster IP addresses. The primary unit is the only cluster unit to receive packets sent to the cluster. The
primary unit can process packets itself, or propagate them to subordinate units according to a load balancing schedule.
Communication between the cluster units uses the actual cluster unit MAC addresses.

Monitored interface

An interface that is monitored by a cluster to make sure that it is connected and operating correctly. The cluster monitors
the connectivity of this interface for all cluster units. If a monitored interface fails or becomes disconnected from its
network, the cluster will compensate.

Primary unit

Also called the primary cluster unit, this cluster unit controls how the cluster operates. The primary unit sends hello
packets to all cluster units to synchronize session information, synchronize the cluster configuration, and to synchronize
the cluster routing table. The hello packets also confirm for the subordinate units that the primary unit is still functioning.

The primary unit also tracks the status of all subordinate units. When you start a management connection to a cluster,
you connect to the primary unit.
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In an active-passive cluster, the primary unit processes all network traffic. If a subordinate unit fails, the primary unit
updates the cluster configuration database.

In an active-active cluster, the primary unit receives all network traffic and re-directs this traffic to subordinate units. If a
subordinate unit fails, the primary unit updates the cluster status and redistributes load balanced traffic to other
subordinate units in the cluster.

Session failover

Session failover means that a cluster maintains active network sessions after a device or link failover. FortiGate HA does
not support session failover by default. To enable session failover you must change the HA configuration to select
Enable Session Pick-up.

Session pickup

If you enable session pickup for a cluster, if the primary unit fails or a subordinate unit in an active-active cluster fails, all
communication sessions with the cluster are maintained or picked up by the cluster after the cluster negotiates to select
a new primary unit.

If session pickup is not a requirement of your HA installation, you can disable this option to save processing resources
and reduce the network bandwidth used by HA session synchronization. In many cases interrupted sessions will resume
on their own after a failover even if session pickup is not enabled. You can also enable session pickup delay to reduce
the number of sessions that are synchronized by session pickup.

Standby state

A subordinate unit in an active-passive HA cluster operates in the standby state. In a virtual cluster, a subordinate virtual
domain also operates in the standby state. The standby state is actually a hot-standby state because the subordinate
unit or subordinate virtual domain is not processing traffic but is monitoring the primary unit session table to take the
place of the primary unit or primary virtual domain if a failure occurs.

In an active-active cluster all cluster units operate in a work state.

When standby state appears in HA log messages this usually means that a cluster unit has become a subordinate unitin
an active-passive cluster or that a virtual domain has become a subordinate virtual domain.

State synchronization

The part of the FGCP that maintains connections after failover.

Subordinate unit

Also called the subordinate cluster unit, each cluster contains one or more cluster units that are not functioning as the
primary unit. Subordinate units are always waiting to become the primary unit. If a subordinate unit does not receive hello
packets from the primary unit, it attempts to become the primary unit.

In an active-active cluster, subordinate units keep track of cluster connections, keep their configurations and routing
tables synchronized with the primary unit, and process network traffic assigned to them by the primary unit. In an active-
passive cluster, subordinate units do not process network traffic. However, active-passive subordinate units do keep
track of cluster connections and do keep their configurations and routing tables synchronized with the primary unit.

The FortiGate firmware uses the terms secondary and subsidiary unit to refer to a subordinate unit.
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Virtual clustering

Virtual clustering is an extension of the FGCP for FortiGates operating with multiple VDOMS enabled. Virtual clustering
operates in active-passive mode to provide failover protection between two instances of a VDOM operating on two
different cluster units. You can also operate virtual clustering in active-active mode to use HA load balancing to load
balance sessions between cluster units. Alternatively, by distributing VDOM processing between the two cluster units
you can also configure virtual clustering to provide load balancing by distributing sessions for different VDOMs to each
cluster unit.

Work state

The primary unit in an active-passive HA cluster, a primary virtual domain in a virtual cluster, and all cluster units in an
active-active cluster operate in the work state. A cluster unit operating in the work state processes traffic, monitors the
status of the other cluster units, and tracks the session table of the cluster.

When work state appears in HA log messages this usually means that a cluster unit has become the primary unit or that
a virtual domain has become a primary virtual domain.

FGCP support for OCVPN

You can set up a One-click VPN (OCVPN) on an FGCP cluster without any special configuration steps. When you add
an OCVPN configuration, the FGCP synchronizes the configuration to all of the FortiGates in the cluster. When an
OCVPN tunnel comes up between a remote client and the cluster, the OCVPN communicates with the primary
FortiGate. The FGCP then synchronizes the VPN sessions to the other FortiGates in the cluster. If a failover occurs, the
OCVPN sessions fail over to the new primary FortiGate and the OCVPN sessions continue with only minor interruptions.

A standalone FortiGate OCVPN configuration is not compatible with an FGCP OCVPN configuration. If you set up
OCVPN on a stand-alone FortiGate, before you add this stand-alone FortiGate to an FGCP cluster you must disable any
OCVPN configurations, set up HA, and then re-create the OCVPN configurations after the cluster is established.

The reverse is also true. If you decide to convert a cluster with an OCVPN configuration to a stand-alone FortiGate, you
need to remove the OCVPN configuration, set up the standalone FortiGate and then re-create the OCVPN configuration
on the standalone FortiGate.

GUI options

Go to System > HA to change HA options. You can set the following options to put a FortiGate into HA mode. You can
also change any of these options while the cluster is operating.

You can configure HA options for a FortiGate with virtual domains (VDOMs) enabled by logging into the GUI as the
global admin administrator and going to System > HA.

If already operating in HA mode, go to System > HA to display the cluster members list. You can then edit the primary
unit to change HA settings.

Go to System > HA > View HA Statistics to view statistics about cluster operation.

W Most virtual cluster HA options are the same as normal HA options. However, virtual clusters
‘?' include VDOM partitioning options. Other differences between configuration options for
- regular HA and for virtual clustering HA are described below and see Virtual clustering on
- page 280.
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FortiGate HA is compatible with DHCP and PPPoE but care should be taken when configuring

Y a cluster that includes a FortiGate interface configured to get its IP address with DHCP or
‘?' PPPOE. Fortinet recommends that you turn on DHCP or PPPoE addressing for an interface
- after the cluster has been configured. If an interface is configured for DHCP or PPPoE, turning

on high availability may result in the interface receiving an incorrect address or not being able
to connect to the DHCP or PPPoE server correctly.

Mode

Select an HA mode for the cluster or return the FortiGate in the cluster to standalone mode. When configuring a cluster,
you must set all members of the HA cluster to the same HA mode. You can select Standalone (to disable HA), Active-
Passive, or Active-Active.

Device priority

Optionally set the device priority of the cluster FortiGate. Each FortiGate in a cluster can have a different device priority.
During HA negotiation, the FortiGate with the highest device priority usually becomes the primary unit.

In a virtual cluster configuration, each cluster FortiGate can have two different device priorities, one for each virtual
cluster. During HA negotiation, the FortiGate with the highest device priority in a virtual cluster becomes the primary
FortiGate for that virtual cluster.

Changes to the device priority are not synchronized. You can accept the default device priority when first configuring a
cluster.

Synchronize management VDOM

This options appears if you have enabled multiple VDOMS and set a VDOM other than the root VDOM to be the
management VDOM. You can disable this option to prevent the management VDOM configuration from being
synchronized between cluster units in the virtual cluster. This allows you to add an interface to the VDOM in each cluster
unit and then to give the Interface a different IP address in each cluster unit, allowing you to manage each cluster unit
separately.

You can also enable this feature using the following command:

config system ha
set standalone-mgmt-vdom enable
end

Group name

Enter a name to identify the cluster. The maximum length of the group name is 32 characters. The group name must be
the same for all cluster units before the cluster units can form a cluster. After a cluster is operating, you can change the
group name. The group name change is synchronized to all cluster units.
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Password

Enter a password to identify the cluster. The password must be the same for all cluster FortiGates before the cluster
FortiGates can form a cluster.

Two clusters on the same network must have different passwords.

The password is synchronized to all cluster units in an operating cluster. If you change the password of one cluster unit
the change is synchronized to all cluster units.

Session pickup

Select to enable session pickup so that if the primary unit fails, sessions are picked up by the cluster unit that becomes
the new primary unit.

You must enable session pickup for session failover protection. If you do not require session failover protection, leaving
session pickup disabled may reduce HA CPU usage and reduce HA heartbeat network bandwidth usage. See Session
failover (session pick-up) on page 1.

Monitor interfaces

Select to enable or disable monitoring FortiGate interfaces to verify the monitored interfaces are functioning properly and
are connected to their networks. See Link failover on page 365.

If a monitored interface fails or is disconnected from its network, the interface leaves the cluster and a link failover
occurs. The link failover causes the cluster to reroute the traffic being processed by that interface to the same interface of
another cluster FortiGate that still has a connection to the network. This other cluster FortiGate becomes the new
primary unit.

Interface monitoring (also called port monitoring) is disabled by default. Leave interface monitoring disabled until the
cluster is operating and then only enable interface monitoring for connected interfaces.

You can monitor up to 64 interfaces.

Heartbeat interfaces

Enable or disable HA heartbeat communication for each interface in the cluster and set the heartbeat interface priority.
The heartbeat interface with the highest priority processes all heartbeat traffic. If two or more heartbeat interfaces have
the same priority, the heartbeat interface with the lowest hash map order value processes all heartbeat traffic. The GUI
lists interfaces in alphanumeric order:

e port1
e port2 through 9
e port10

Hash map order sorts interfaces in the following order:

« port1
e port10
o port2 through port9
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The default heartbeat interface configuration is different for each FortiGate model. This default configuration usually sets
the priority of two heartbeat interfaces to 50. You can accept the default heartbeat interface configuration or change it as
required.

The heartbeat interface priority range is 0 to 512. The default priority when you select a new heartbeat interface is 0.

You must select at least one heartbeat interface. If heartbeat communication is interrupted, the cluster stops processing
traffic. See HA heartbeat on page 339.

You can select up to 8 heartbeat interfaces. This limit only applies to units with more than 8 physical interfaces.

Management interface reservation

You can provide direct management access to individual cluster units by reserving a management interface as part of
the HA configuration. Once this management interface is reserved, you can configure a different IP address,
administrative access and other interface settings for this interface for each cluster unit. You can also specify static
routing settings for this interface. Then by connecting this interface of each cluster unit to your network you can manage
each cluster unit separately from a different IP address. See Out-of-band management on page 304.

Unicast heartbeat

Select this option if you are setting up an HA cluster with two FortiGate VMs in a VM environment that requires a unicast
heartbeat configuration.

To support unicast heartbeat, you must select one heartbeat interface on each FortiGate VM and assign IP addresses to
these heartbeat interfaces. On each FortiGate VM, after selecting Unicast heartbeat you must add the IP address of the
other FortiGate virtual machine's heartbeat interface to the Peer IP field. For more information, see Unicast HA
heartbeat on page 346.

VDOM partitioning

If you are configuring virtual clustering, you can set the virtual domains to be in virtual cluster 1 and the virtual domains to
be in virtual cluster 2. The root virtual domain must always be in virtual cluster 1.

Secondary cluster settings

If you are configuring virtual clustering you can set the device priority and configure interface monitoring for the
secondary virtual cluster.
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FGCP HA examples

This chapter contains general procedures and descriptions as well as detailed configuration examples that describe how
to configure FortiGate HA clusters. Some of the examples are available as cookbook recipes and this chapter provides
introductions and links to the cookbook recipes.

How to set up FGCP HA

The following recipe describes how to enhance the reliability of a network protected by a FortiGate by adding a second
FortiGate and setting up a FortiGate Clustering Protocol (FGCP) High Availability cluster.

High Availability with FGCP (Expert)

The following recipe also describes how to add a backup FortiGate to a previously installed FortiGate, to form a high
availability (HA) cluster to improve network reliability. This recipe takes a higher-level approach using the GUI to
configure HA.

High availability with two FortiGates

HA with three FortiGates

This recipe describes how to add a third FortiGate to an already established FGCP cluster and how to configure active-
active HA for that cluster.

Adding a third FortiGate to an FGCP cluster
Active-active HA in transparent mode

This section describes a simple HA network topology that includes an HA cluster of two generic FortiGates installed
between an internal network and the internet and running in transparent mode.

Example topology

The figure below shows a transparent mode FortiGate HA cluster consisting of two FortiGates (FGT_ha_1 and FGT_ha_
2) installed between the internet and internal network. The topology includes a router that performs NAT between the
internal network and the internet. The cluster management IP address is 10.11.101.100.
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Transparent mode HA network topology
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Port3 and port4 are used as the heartbeat interfaces. Because the cluster consists of two FortiGates, you can make the
connections between the heartbeat interfaces using crossover cables. You could also use switches and regular ethernet
cables.

General configuration steps

This section includes GUI and CLI procedures. These procedures assume that the FortiGates are running the same
FortiOS firmware build and are set to the factory default configuration.

In this example, the configuration steps are identical to the NAT mode configuration steps until the cluster is operating.
When the cluster is operating, you can switch to transparent mode and add basic configuration settings to cluster.

General configuration steps

1. Apply licenses to the FortiGates to become the cluster.
2. Configure the FortiGates for HA operation.
« Optionally change each unit’s host name.
« Configure HA.
3. Connect the cluster to the network.
4. Confirm that the cluster units are operating as a cluster.
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5. Switch the cluster to transparent mode and add basic configuration settings to the cluster.
« Switch to transparent mode, add the management IP address and a default route.
» Add a password for the admin administrative account.
« View cluster status from the GUI or CLI.

Configuring a transparent mode active-active cluster of two FortiGates - GUI

Use the following procedures to configure the FortiGates for HA operation using the FortiGate GUI. These procedures
assume you are starting with two FortiGates with factory default settings.

S ! ’, Waiting until you have established the cluster to switch to transparent mode means
q fewer configuration steps because you can switch the mode of the cluster in one
- step.

To configure the first FortiGate (host name FGT_ha_1)

1. Register and apply licenses to the FortiGate before configuring it for HA operation. This includes licensing for
FortiCare Support, IPS, AntiVirus, Web Filtering, Mobile Malware, FortiClient, FortiCloud, and additional
virtual domains (VDOMs). All FortiGates in the cluster must have the same level of licensing for FortiGuard,
FortiCloud, FortiClient, and VDOMs. FortiToken licenses can be added at any time because they are synchronized
to all cluster members.

If the FortiGates in the cluster will be running FortiOS Carrier, apply the FortiOS Carrier license before configuring
the cluster (and before applying other licenses). Applying the FortiOS Carrier license sets the configuration to
factory defaults, requiring you to repeat steps performed before applying the license.

You can also install any third-party certificates on the primary FortiGate before forming the cluster. Once the cluster
is formed, third-party certificates are synchronized to the backup FortiGate.

Licenses :

@ FortiCare Support @ IPS

@ AntiVirus & Web Filtering
@ Anti-Spam Filtering JL YT AN E NETEY
FortiClient 0/10 FortiToken 0/2

2. Click on the System Information dashboard widget and select Configure settings in System > Settings.
3. Enter a new Host Name for this FortiGate.
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New Name FGT _ha_1

4. Select OK.
5. Goto System > HA and change the following settings:

Mode Active-Active
Group Name example2.com
Password HA pass_2
NP This is the minimum recommended configuration for an active-active HA cluster.
‘?' You can configure other HA options at this point, but if you wait until the cluster is
- operating you will only have to configure these options once for the cluster

instead of separately for each cluster unit.

6. Select OK.

The FortiGate negotiates to establish an HA cluster. When you select OK you may temporarily lose connectivity
with the FortiGate as the HA cluster negotiates and the FGCP changes the MAC address of the FortiGate
interfaces. The MAC addresses of the FortiGate interfaces change to the following virtual MAC addresses:

« port1 interface virtual MAC: 00-09-0£f-09-00-00

 port2 interface virtual MAC: 00-09-0£-09-00-01

« port3 interface virtual MAC: 00-09-0£-09-00-02

o port4 interface virtual MAC: 00-09-0f-09-00-03
To reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table entry for the
FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your management PC
from a command prompt using a command similarto arp -d.

To confirm these MAC address changes, you can use the get hardware nic(ordiagnose hardware
deviceinfo nic)CLI command to view the virtual MAC address of any FortiGate interface. For example, use the
following command to view the port1 interface virtual MAC address (MAC) and the port1 permanent MAC address
(Permanent HWaddr):

get hardware nic portl

Current HAaddr 00:09:0£:09:00:00
Permanent HWaddr 02:09:0£:78:18:c9

7. Power off the first FortiGate.
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To configure the second FortiGate (host name FGT_ha_2)
1. Register and apply licenses to the FortiGate before configuring it for HA operation.

Licenses :

@ FortiCare Support @ IPS

@ AntiVirus @ Web Filtering
@ Anti-Spam Filtering JL RN GLT Y E NET
FortiClient 0/10 FortiToken 0/2

2. Click on the System Information dashboard widget and select Configure settings in System > Settings.
3. Enter a new Host Name for this FortiGate.

New Name FGT_ha_2

4. Select OK.
5. Goto System > HA and change the following settings:

Mode Active-Active
Group Name example2.com
Password HA_pass_2

6. Select OK.

The FortiGate negotiates to establish an HA cluster. When you select OK you may temporarily lose connectivity with
the FortiGate as the HA cluster negotiates and because the FGCP changes the MAC address of the FortiGate
interfaces.

To reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table entry for the
FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your management PC
from a command prompt using a command similarto arp -d.

7. Power off the second FortiGate.

To connect the cluster to the network

1. Connect the port1 interfaces of FGT_ha_1 and FGT_ha_2 to a switch connected to the internet.
2. Connectthe port2 interfaces of FGT_ha_1 and FGT_ha_2 to a switch connected to the internal network.

3. Connect the port3 interfaces of FGT_ha_1 and FGT_ha_2 together. You can use a crossover Ethernet cable or
regular Ethernet cables and a switch.
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4. Connect the port4 interfaces of the cluster units together. You can use a crossover Ethernet cable or regular
Ethernet cables and a switch.

5. Power on the cluster units.
The units start and negotiate to choose the primary unit and the subordinate unit. This negotiation occurs with no
user intervention and normally takes less than a minute.

When negotiation is complete the cluster is ready to be configured for your network.

To switch the cluster to transparent mode

Switching from NAT to transparent mode involves adding the transparent mode management IP address and default
route.

NP This is the minimum recommended configuration for an active-active HA cluster. You
‘?' can configure other HA options at this point, but if you wait until the cluster is
- operating you will only have to configure these options once for the cluster instead of

separately for each cluster unit.

1. Starta web browser and browse to the address https://192.168.1.99 (remember to include the “s” in
https://).
The FortiGate Login is displayed.

2. Type admin in the Name field and select Login.
3. Under System Information, beside Operation Mode select Change.
4. Set Operation Mode to transparent.
5. Configure basic transparent mode settings.
Operation Mode Transparent
Management IP/Mask 10.11.101.100/24
Default Gateway 10.11.101.2

6. Select Apply.
The cluster switches to operating in transparent mode. The virtual MAC addresses assigned to the cluster
interfaces do not change.

To view cluster status

Use the following steps to view the cluster dashboard and cluster members list to confirm that the cluster units are
operating as a cluster.

V) Once the cluster is operating, because configuration changes are synchronized to all
‘?' cluster units, configuring the cluster is the same as configuring an individual
|| FortiGate. You could have performed the following configuration steps separately on

each FortiGate before you connected them to form a cluster.

“wn

1. Start a web browser and browse to the address https://10.11.101.100 (remember to include the “s” in https://).
The FortiGate Login is displayed.

2. Type admin in the Name field and select Login.
The FortiGate dashboard is displayed.
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The HA Status dashboard widget displays how long the cluster has been operating (Uptime) and the time since the
last failover occurred (State Changed). You can hover over the State Changed time to see the event that caused the
state change. You can also click on the HA Status dashboard widget to configure HA settings or to get a listing of the
most recent HA events recorded by the cluster.

3. Goto System > HA to view the cluster members list.
The list shows both cluster units, their host names, their roles in the cluster, and their device priorities. You can use

this list to confirm that the cluster is operating normally. For example, if the list shows only one cluster unit then the
other unit has left the cluster for some reason.

To troubleshoot the cluster configuration

If the cluster members list and the dashboard do not display information for both cluster units, the FortiGates are not
functioning as a cluster. See Troubleshooting on page 274 to troubleshoot the cluster.

To add basic configuration settings to the cluster

Use the following steps to configure the cluster. Note that the following are example configuration steps only and do not
represent all of the steps required to configure the cluster for a given network.

Log into the cluster GUI.

Go to System > Administrators.

Edit admin and select Change Password.
Enter and confirm a new password.

Select OK.

o obd-=

\‘é', You added a default gateway when you switched to transparent mode so you don’t

need to add a default route as part of the basic configuration of the cluster at this
point.

Configuring a transparent mode active-active cluster of two FortiGates - CLI
Use the following procedures to configure the FortiGates for transparent mode HA operation using the FortiGate CLI.

To configure each FortiGate for HA operation

1. Power on the FortiGate.

2. Connect a null modem cable to the communications port of the management computer and to the FortiGate
Console port.

3. Start HyperTerminal, enter a name for the connection, and select OK.

4. Configure HyperTerminal to connect directly to the communications port on the computer to which you have
connected the null modem cable and select OK.

5. Select the following port settings and select OK.

Bits per second 9600
Data bits 8
Parity None
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Stop bits 1

Flow control None

6. Press Enter to connect to the FortiGate CLI.
The FortiGate CLI login prompt appears. If the prompt does not appear, press Enter. If it still does not appear, power
off your FortiGate and power it back on. If you are connected, at this stage you will see startup messages that will
confirm you are connected. The login prompt will appear after the startup has completed.

7. Type admin and press Enter twice.
8. Register and apply licenses to the FortiGate.

9. Change the host name for this FortiGate. For example:

config system global
set hostname FGT ha 1
end

10. Configure HA settings.
config system ha
set mode a-a
set group-name example2.com
set password HA pass 2
end

W0 This is the minimum recommended configuration for an active-active HA cluster.
‘?' You can also configure other HA options, but if you wait until after the cluster is
- operating you will only have to configure these options once for the cluster

instead of separately for each cluster unit.

The FortiGate negotiates to establish an HA cluster. You may temporarily lose network connectivity with the
FortiGate as the HA cluster negotiates and the FGCP changes the MAC address of the FortiGate interfaces. The
MAC addresses of the FortiGate interfaces change to the following virtual MAC addresses:

e port1 interface virtual MAC: 00-09-0£f-09-00-00

e port2 interface virtual MAC: 00-09-0£-09-00-01

o port3 interface virtual MAC: 00-09-0£f-09-00-02

e port4 interface virtual MAC: 00-09-0£f-09-00-03
To reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table entry for the
FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your management PC
from a command prompt using a command similarto arp -d.

To confirm these MAC address changes, you can use the get hardware nic(ordiagnose hardware
deviceinfo nic)CLIcommand to view the virtual MAC address of any FortiGate interface. For example, use the
following command to view the port1 interface virtual MAC address (MAC) and the port1 permanent MAC address
(Permanent HWaddr):

get hardware nic portl

Current HAaddr 00:09:0£:09:00:00
Permanent HWaddr 02:09:0£:78:18:c9

11. Display the HA configuration (optional).
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get system ha

group-id : 0

group-name : example2.com
mode : a-a

password : *

hbdev : "port3" 50 "port4" 50
session-sync-dev
route-ttl : 10

route-wait : 0

route-hold : 10
sync-config : enable
encryption : disable
authentication : disable
hb-interval : 2
hb-lost-threshold : 20
hello-holddown : 20

arps : 5

arps-interval : 8
session-pickup : disable

update-all-session-timer: disable

session-sync-daemon-number: 1
link-failed-signal : disable

uninterruptible-upgrade: enable

ha-mgmt-status : disable
ha-eth-type : 8890
hc-eth-type : 8891
12ep-eth-type : 8893
ha-uptime-diff-margin: 300
vcluster2 : disable
vcluster-id : 1

override : disable

priority : 128
slave-switch-standby: disable
minimum-worker-threshold: 1
monitor
pingserver-monitor-interface:

pingserver-failover-threshold:

pingserver-slave-force-reset:
pingserver-flip-timeout: 60
vdom : "root"

12. Power off the FortiGate.

To configure the second FortiGate (host name FGT_ha_2)

1.

Power on the FortiGate.

0

enable

239

2. Connect a null modem cable to the communications port of the management computer and to the FortiGate

Console port.
3. Start HyperTerminal, enter a name for the connection, and select OK.

4. Configure HyperTerminal to connect directly to the communications port on the computer to which you have

5. Select the following port settings and select OK.

Bits per second 9600

FortiOS Handbook

connected the null modem cable and select OK.
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Data bits 8
Parity None
Stop bits 1
Flow control None

6. Press Enter to connect to the FortiGate CLI.
The FortiGate CLI login prompt appears. If the prompt does not appear, press Enter. If it still does not appear, power
off your FortiGate and power it back on. If you are connected, at this stage you will see startup messages that will
confirm you are connected. The login prompt will appear after the startup has completed.

7. Type admin and press Enter twice.

8. Register and apply licenses to the FortiGate.

9. Change the host name for this FortiGate.
config system global

set hostname FGT ha 2
end

10. Configure HA settings.
config system ha
set mode a-a
set group-name exampleZ2.com
set password HA pass 2
end
The FortiGate negotiates to establish an HA cluster. You may temporarily lose network connectivity with the
FortiGate as the HA cluster negotiates and because the FGCP changes the MAC address of the FortiGate
interfaces.

To reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table entry for the
FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your management PC
from a command prompt using a command similarto arp -d.

11. Display the HA configuration (optional).
get system ha

group-id : 0
group-name : example2.com
mode : a-a
password : *
hbdev : "port3" 50 "port4" 50
session-sync-dev
route-ttl : 10
route-wait : 0
route-hold : 10
sync-config : enable
encryption : disable
authentication : disable
hb-interval : 2
hb-lost-threshold : 20
hello-holddown : 20
arps : 5
arps—-interval : 8
session-pickup : disable
update-all-session-timer: disable
session-sync-daemon-number: 1
link-failed-signal : disable
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uninterruptible-upgrade: enable
ha-mgmt-status : disable
ha-eth-type : 8890

hc-eth-type : 8891

12ep-eth-type : 8893
ha-uptime-diff-margin: 300
vcluster2 : disable

vcluster-id : 1

override : disable

priority : 128

schedule : round-robin

monitor :
pingserver-monitor-interface:
pingserver—-failover-threshold: 0
pingserver-slave-force-reset: enable
pingserver-flip-timeout: 60

vdom : "root"

schedule : round-robin

12. Power off the FortiGate.

To connect the cluster to the network

1. Connect the port1 interfaces of FGT_ha_1 and FGT_ha_2 to a switch connected to the internet.
2. Connect the port2 interfaces of FGT_ha_1 and FGT_ha_2 to a switch connected to the internal network.

3. Connect the port3 interfaces of FGT_ha_1 and FGT_ha_2 together. You can use a crossover Ethernet cable or
regular Ethernet cables and a switch.

4. Connect the port4 interfaces of the cluster units together. You can use a crossover Ethernet cable or regular
Ethernet cables and a switch.

5. Power on the cluster units.

The units start and negotiate to choose the primary unit and the subordinate unit. This negotiation occurs with no
user intervention and normally takes less than a minute.

When negotiation is complete the cluster is ready to be configured for your network.

To connect to the cluster CLI and switch the cluster to transparent mode

1. Determine which cluster unit is the primary unit.
« Use the null-modem cable and serial connection to re-connect to the CLI of one of the cluster units.
o Enterthe command get system status.

« Ifthe command outputincludes Current HA mode: a-a, master, the cluster units are operating as a
cluster and you have connected to the primary unit. Continue with Step 2.

« Ifthe command outputincludes Current HA mode: a-a, backup, you have connected to a subordinate
unit. Connect to the other cluster unit, which should be the primary unit and continue with Step 2.

vy
‘?' If the command output includes Current HA mode: standalone, the cluster
- unit is not operating in HA mode.

2. Change to transparent mode.

config system settings
set opmode transparent
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set manageip 192.168.20.3/24
set gateway 192.168.20.1
end

The cluster switches to transparent Mode, and your administration session is disconnected.

You can now connect to the cluster CLI using SSH to connect to the cluster internal interface using the management
IP address (192.168.20.3).

To view cluster status

Use the following steps to view cluster status from the CLI.

1. Determine which cluster unit is the primary unit.
« Use the null-modem cable and serial connection to re-connect to the CLI of one of the cluster units.
o Enterthe command get system status.

« Ifthe command outputincludes Current HA mode: a-a, master, the cluster units are operating as a
cluster and you have connected to the primary unit. Continue with the next step (step 2 below).

« Ifthe command outputincludes Current HA mode: a-a, backup, you have connected to a subordinate
unit. Connect the null-modem cable to the other cluster unit, which should be the primary unit and continue with
the next step (step 2 below).

\ L}
‘?' If the command output includes Current HA mode: standalone, the cluster
- unit is not operating in HA mode and you should review your HA configuration.

2. Enter the following command to confirm the HA configuration of the cluster:

get system ha status

HA Health Status: OK

Model: FortiGate-XXXX

Mode: HA A-P

Group: 0

Debug: 0

Cluster Uptime: 7 days 00:30:26

You can use this command to confirm that the cluster is healthy and operating normally, some information about the
cluster configuration, and information about how long the cluster has been operating. Information not shown in this
example includes how the primary unit was selected, configuration synchronization status, usage stats for each
cluster unit, heartbeat status, and the relative priorities of the cluster units.

To troubleshoot the cluster configuration

If the cluster members list and the dashboard do not display information for both cluster units the FortiGates are not
functioning as a cluster. See Troubleshooting on page 274 to troubleshoot the cluster.

To add a password for the admin administrative account
1. Add a password for the admin administrative account.

config system admin
edit admin
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set password <psswrd>
end

FortiGate-5000 active-active HA cluster with FortiClient licenses

This section describes how to configure an HA cluster of three FortiGate-5001D units that connect an internal network to
the internet. The FortiGate-5001D units each have a FortiClient license installed on them to support FortiClient profiles.

Normally it is recommended that you add FortiClient licenses to the FortiGates before setting up the cluster. This
example; however, describes how to apply FortiClient licenses to the FortiGates in an operating cluster.

Example network topology

The following diagram shows an HA cluster consisting of three FortiGate-5001D cluster units (host names slot-3, slot-4,
and slot-5) installed in a FortiGate-5000 series chassis with two FortiController-5003B units for heartbeat communication
between the cluster units. The cluster applies security features including FortiClient profiles to data traffic passing

through it.
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The cluster is managed from the internal network using the FortiGate-5001D mgmt1 interfaces configured as HA
reserved management interfaces. Using these reserved management interfaces the overall cluster can be managed and
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cluster units can be managed individually. Individual management access to each cluster unit makes some operations,
such as installing FortiClient licenses, easier and also allows you to view status of each cluster unit.

The reserved management interface of each cluster unit has a different IP address and retains its own MAC address.
The cluster does not change the reserved management interface MAC address.

Example network topology

By default base1 and base?2 are used for heartbeat communication between the FortiGates. To use the base1 and base2
interfaces for the HA heartbeat, the example describes how to display the backplane interfaces on the GUI before
turning on HA.

This example also includes using the mgmt2 interface for heartbeat communication for additional heartbeat redundancy.

To connect the cluster

Connect the FortiGate-5001D port1 interfaces to a switch and connect that switch to the internet.
Connect the FortiGate-5001D port2 interfaces to a switch and connect that switch to the internal network.
Connect the FortiGate-5001D mgmt1 interfaces to a switch that connects to the engineering network.
Connect the FortiGate-5001D mgmt2 interfaces to a switch for heartbeat communication between them.

Ao b=

Configuring the FortiGate-5000 active-active cluster - GUI

These procedures assume you are starting with three FortiGate-5001D boards and two FortiSwitch-5003B boards
installed in a compatible FortiGate-5000 series chassis. The FortiSwitch-5003B boards are in chassis slots 1 and 2 and
the FortiGate-5001D boards are in chassis slots 3, 4, and 5 and the chassis is powered on. All devices are in their factory
default configuration. No configuration changes to the FortiSwitch-5003B boards are required.

To configure the FortiGate-5001D units

1. From the internal network, log into the GUI of the FortiGate-5001D unit in chassis slot 3 by connecting to the mgmt1

interface.
NP By default the mgmt1 interface of each FortiGate-5001D unit has the same IP address. To
‘Q' log into each FortiGate-5001D unit separately you could either disconnect the mgmt1
- interfaces of the units that you don’t want to log into or change the mgmt1 interface IP

addresses for each unit by connecting to each unit's CLI from their console port.

2. Register and apply licenses to the FortiGate before configuring it for HA operation. This includes licensing for
FortiCare Support, IPS, AntiVirus, Web Filtering, Mobile Malware, FortiCloud, and additional virtual domains
(VDOMSs). All FortiGates in the cluster must have the same level of licensing for FortiGuard, FortiCloud, FortiClient,
and VDOMs. FortiToken licenses can be added at any time because they are synchronized to all cluster members.
FortiClient licenses will be added in a following step.

If the FortiGates in the cluster will be running FortiOS Carrier, apply the FortiOS Carrier license before configuring
the cluster (and before applying other licenses). Applying the FortiOS Carrier license sets the configuration to
factory defaults, requiring you to repeat steps performed before applying the license.

You can also install any third-party certificates on the primary FortiGate before forming the cluster. Once the cluster
is formed, third-party certificates are synchronized to the backup FortiGate.
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Licenses

@ FortiCare Support @ IPS

@ AntiVirus & Web Filtering
@ Anti-Spam Filtering JL NG Y E NETE
FortiClient 0/10 FortiToken 0/2

3. Click on the System Information dashboard widget and select Configure settings in System > Settings.
4. Enter a new Host Name for this FortiGate, for example:

New Name 5001D-Slot-3

5. Connect to the CLI and enter the following command to display backplane interfaces on the GUI:
config system global
set show-backplane-intf enable
end

6. Setthe Administrative Status of the base1 and base 2 interfaces to Up.
You can do this from the GUI by going to Network > Interfaces, editing each interface and setting Administrative
Status to Up.

You can also do this from the CLI using the following command:

config system interface
edit basel
set status up
next
edit base2
set status up
end

7. Goto Network > Interfaces and configure the IP address of the mgmt1 interface.
Because mgmt1 will become the reserved management interface for the cluster unit each FortiGate-5001D should
have a different mgmt1 interface IP address. Give the mgmt1 interface an address that is valid for the internal
network. Once HA with the reserved Management interface is enabled the IP address of the mgmt1 interface can be
on the same subnet as the port2 interface (which will also be connected to the Internal network).
After the FortiGate is operating in HA mode the mgmt1 interface will retain its original MAC address instead of being
assigned a virtual MAC address.
8. Goto System > HA and change the following settings:
» Setthe Mode to Active-Active.
« Select Reserve Management Port for Cluster Member and select mgmt1.
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Set the group name and password:

Group Name example3.com

Password HA_pass_3

246

» Setthe Heartbeat interface configuration to use base1, base2 and mgmt2 for heartbeat communication. Set

the priority of each heartbeat interface to 50:

Heartbeat Interface

Enable Priority
base1 Select 50
base2 Select 50
mgmt2 Select 50

9. Select OK.
The FortiGate negotiates to establish an HA cluster. When you select OK you may temporarily lose connectivity with
the FortiGate as the HA cluster negotiates and the FGCP changes the MAC address of the FortiGate interfaces.
The MAC addresses of the FortiGate-5001D interfaces change to the following virtual MAC addresses:

base1 interface virtual MAC: 00-09-0£-09-00-00
base2 interface virtual MAC: 00-09-0£-09-00-01
fabric1 interface virtual MAC: 00-09-0£-09-00-02
fabric2 interface virtual MAC: 00-09-0£-09-00-03
fabric3 interface virtual MAC: 00-09-0£-09-00-04
fabric4 interface virtual MAC: 00-09-0£-09-00-05
fabric5 interface virtual MAC: 00-09-0£-09-00-06
mgmt1 keeps its original MAC address

mgmt2 interface virtual MAC: 00-09-0£f-09-00-08
port1 interface virtual MAC: 00-09-0£-09-00-09
port2 interface virtual MAC: 00-09-0£f-09-00-0a

To reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table entry for the
FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your management PC

from a command prompt using a command similarto arp -d.

You can use the get hardware nic(ordiagnose hardware deviceinfo nic)CLIcommand to view the
virtual MAC address of any FortiGate interface. For example, use the following command to view the port1 interface
virtual MAC address (Current HWaddr) and the port1 permanent MAC address (Permanent HWaddr):

get hardware nic basel

Current HWaddr 00:09:0£:09:00:00
Permanent HWaddr 00:09:0f:71:0a:dc
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10. Repeat these steps for the FortiGate-5001D units in chassis slots 4 and 5, with the following differences.
« Setthe mgmt1 interface IP address of each FortiGate-5001D unit to a different IP address.
» Setthe FortiGate-5001D unit in chassis slot 4 host name to:

New Name 5001D-Slot-4
o Set the FortiGate-5001D unit in chassis slot 5 host name to:
New Name 5001D-Slot-5

As you configure each FortiGate, they will negotiate and join the cluster.

To view cluster status

As you add units to the cluster you can log into the GUI of one of the cluster units to view the status of the cluster. The
status displays will show each unit as it is added to the cluster.

1. Log into the primary unit or any cluster unit and view the system dashboard.
The HA Status dashboard widget displays how long the cluster has been operating (Uptime) and the time since the
last failover occurred (State Changed) You can hover over the State Changed time to see the event that caused the
state change You can also click on the HA Status dashboard widget to configure HA settings or to get a listing of the
most recent HA events recorded by the cluster.

2. Goto System > HA to view the cluster members list.
The list shows both cluster units, their host names, their roles in the cluster, and their device priorities. You can use
this list to confirm that the cluster is operating normally. For example, if the list shows only one cluster unit then the
other unit has left the cluster for some reason.

To troubleshoot the cluster

See Troubleshooting on page 274.

To manage each cluster unit

Because you have configured a reserved management interface, you can manage each cluster unit separately by
connecting to the IP address you configured for each unit’'s mgmt1 interface. You can view the status of each cluster unit
and make changes to each unit’s configuration. For example, as described below, each cluster unit must have its own
FortiClient license. You can use the reserved management IP addresses to connect to each cluster unit to install the
FortiClient license for that unit.

Usually you would make configuration changes by connecting to the primary unit and changing its configuration. The
cluster then synchronizes the configuration changes to all cluster units. If you connect to individual cluster units and
change their configuration, those configuration changes are also synchronized to each cluster unit. The exception to this
is configuration objects that are not synchronized, such as the host name, FortiClient license and so on.

You can also manage each cluster unit by logging into the primary unit CLI and using the following command to connect
to other cluster units:

execute ha manage <cluster-index>

To add basic configuration settings to the cluster

Use the following steps to configure the cluster.
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1. Loginto the cluster GUI.

You can log into the primary unit or any one of the cluster units using the appropriate mgmt1 IP address.
Go to System > Administrators.

Edit admin and select Change Password.

Enter and confirm a new password.

Select OK.

Go to Network > Interfaces and edit the port1 interface. Set this interface IP address to the address required to
connect to the interface to the internet.

7. Editthe port2 interface and set its IP to an IP address for the internal network.

o gk~ v

To add a FortiClient license to each cluster unit

Normally you would add FortiClient licenses to the FortiGates before forming the cluster. However, you can use the
following steps to add FortiClient licenses to an operating cluster.

Contact your reseller to purchase FortiClient licenses for your cluster units. Each cluster unit must have its own
FortiClient license.

When you receive the license keys you can visit the Fortinet Support website and add a FortiClient license key to each
licensed FortiGate. Then, as long as the cluster can connect to the internet the license keys are downloaded from the
FortiGuard network to all of the FortiGates in the cluster.

You can also use the following steps to manually add the license keys to your cluster units from the GUI. Your cluster
must be connected to the internet.

Log into the GUI of each cluster unit using its reserved management interface IP address.

Go to the License Information dashboard widget and beside FortiClient select Enter License.
Enter the license key and select OK.

Confirm that the license has been installed and the correct number of FortiClients are licensed.
Repeat for all of the cluster units.

o oON-=

You can also use the following command to add the license key from the CLI:

execute FortiClient-NAC update-registration-license <license-number>
You can connect to the CLlIs of each cluster unit using their reserved management IP address.

You can also log into the primary unit CLI and use the execute ha manage command to connect to each cluster unit
CLL.

Configuring the FortiGate-5000 active-active cluster - CLI

These procedures assume you are starting with three FortiGate-5001D boards and two FortiSwitch-5003B boards
installed in a compatible FortiGate-5000 series chassis. The FortiSwitch-5003B boards are in chassis slots 1 and 2 and
the FortiGate-5001D boards are in chassis slots 3, 4, and 5 and the chassis is powered on. All devices are in their factory
default configuration. No configuration changes to the FortiSwitch-5003B boards are required.

To configure the FortiGate-5001D units

1. From the internal network, log into the CLI of the FortiGate-5001D unit in chassis slot 3 by connecting to the mgmt1
interface.

FortiOS Handbook Fortinet Technologies Inc.


https://support.fortinet.com/

High availability 249

NP By default the mgmt1 interface of each FortiGate-5001D unit has the same IP address. To
‘Q' log into each FortiGate-5001D unit separately you could either disconnect the mgmt1
- interfaces of the units that you don’t want to log into or change the mgmt1 interface IP

addresses for each unit by connecting to each unit's CLI from their console port.

You can also use a console connection.
2. Register and apply licenses to the FortiGate.
3. Change the host name for this FortiGate. For example:
config system global
set hostname 5001D-Slot-3
end
4. Enter the following command to display backplane interfaces on the GUI:
config system global
set show-backplane-intf enable
end
5. Setthe Administrative Status of the base1 and base 2 interfaces to Up.
config system interface
edit basel
set status up
next
edit base?2
set status up
end
6. Add an IP address to the mgmt1 interface.
config system interface
edit mgmtl
set ip 172.20.120.110/24
set allowaccess http https ssl ping
end
Because mgmt1 will become the reserved management interface for the cluster unit each FortiGate-5001D should
have a different mgmt1 interface IP address. Give the mgmt1 interface an address that is valid for the internal
network. Once HA with the reserved Management interface is enabled the IP address of the mgmt1 interface can be
on the same subnet as the port2 interface (which will also be connected to the Internal network).

7. Configure HA settings.

config system ha

set mode a-a

set ha-mgmt-status enable

set ha-mgmt-interface mgmtl

set group-name example3.com

set password HA pass_3

set hbdev basel 50 base2 50 mgmt2 50
end
The FortiGate negotiates to establish an HA cluster. When you select OK you may temporarily lose connectivity with
the FortiGate as the HA cluster negotiates and the FGCP changes the MAC address of the FortiGate interfaces.
The MAC addresses of the FortiGate-5001D interfaces change to the following virtual MAC addresses:

« base1 interface virtual MAC: 00-09-0£-09-00-00
base2 interface virtual MAC: 00-09-0f-09-00-01
fabric1 interface virtual MAC: 00-09-0£-09-00-02
« fabric2 interface virtual MAC: 00-09-0£-09-00-03
« fabric3 interface virtual MAC: 00-09-0f-09-00-04

FortiOS Handbook Fortinet Technologies Inc.



High availability 250

« fabric4 interface virtual MAC: 00-09-0£f-09-00-05

« fabrich interface virtual MAC: 00-09-0£f-09-00-06

« mgmt1 keeps its original MAC address

« mgmt2 interface virtual MAC: 00-09-0£-09-00-08

e port1 interface virtual MAC: 00-09-0£-09-00-09

o port2 interface virtual MAC: 00-09-0f-09-00-0a
To reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table entry for the
FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your management PC
from a command prompt using a command similarto arp -d.
You can use the get hardware nic(ordiagnose hardware deviceinfo nic)CLIcommand to view the
virtual MAC address of any FortiGate interface. For example, use the following command to view the port1 interface
virtual MAC address (Current HWaddr)and the port1 permanent MAC address (Permanent HWaddr):
get hardware nic basel

Current HWaddr 00:09:0£:09:00:00
Permanent HWaddr 00:09:0f:71:0a:dc

8. Repeat these steps for the FortiGate-5001D units in chassis slots 4 and 5, with the following differences.
Set the mgmt1 interface IP address of each FortiGate-5001D unit to a different IP address.

Set the FortiGate-5001D unit in chassis slot 4 host name to:
config system global

set hostname 5001D-Slot-4
end
Set the FortiGate-5001D unit in chassis slot 5 host name to:
config system global

set hostname 5001D-Slot-5
end

As you configure each FortiGate, they will negotiate and join the cluster.

To view cluster status

As you add units to the cluster you can log into the CLI of one of the cluster units using its reserved management
interface to view the status of the cluster. The status will show each unit as it is added to the cluster.

For example, the following command output shows the status of the cluster when all three cluster units have been
added:

get system ha status

HA Health Status: OK

Model: FortiGate-XXXX

Mode: HA A-P

Group: O

Debug: 0

Cluster Uptime: 7 days 00:30:26

Slave : 5001d-slot4 , FG-5KD3914800284, operating cluster index = 2
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Master: 5001d-slotb , FG-5KD3914800353, operating cluster index 0
Slave : 5001d-slot3 , FG-5KD3914800344, operating cluster index = 1

You can use this command to confirm that the cluster is healthy and operating normally, some information about the
cluster configuration, and information about how long the cluster has been operating. Information not shown in this
example includes how the primary unit was selected, configuration synchronization status, usage stats for each cluster
unit, heartbeat status, and the relative priorities of the cluster units.

To troubleshoot the cluster

See Troubleshooting on page 274.

To manage each cluster unit

Because you have configured a reserved management interface, you can manage each cluster unit separately by
connecting to the IP address you configured for each unit’s mgmt1 interface. You can view the status of each cluster unit
and make changes to each unit’s configuration. For example, as described below, each cluster unit must have its own
FortiClient license. You can use the reserved management IP addresses to connect to each cluster unit to install the
FortiClient license for that unit.

Usually you would make configuration changes by connecting to the primary unit and changing its configuration. The
cluster then synchronizes the configuration changes to all cluster units. If you connect to individual cluster units and
change their configuration, those configuration changes are also synchronized to each cluster unit. The exception to this
is configuration objects that are not synchronized, such as the host name, FortiClient license and so on.

You can also manage each cluster unit by logging into the primary unit CLI and using the following command to connect
to other cluster units:

execute ha manage <cluster-index>

To add a password for the admin administrative account

1. Add a password for the admin administrative account.
config system admin
edit admin
set password <psswrd>
end

To add basic configuration settings to the cluster

Use the following steps to configure the cluster.

1. Log into the cluster CLI.
You can log into the primary unit or any one of the cluster units using the appropriate mgmt1 IP address.

2. Add a password for the admin administrative account.
config system admin
edit admin
set password <psswrd>
end

3. Setthe port1 interface IP address to the address required to connect to the interface to the internet.
config system interface
edit portl
set ip 10.10.10.10/24
end
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4. Setthe port2 interface IP address to the address required to connect to the interface to the internal network.
config system interface
edit port2
set ip 172.20.120.12/24
end

To add a FortiClient license to each cluster unit

Normally you would add FortiClient licenses to the FortiGates before forming the cluster. However, you can use the
following steps to add FortiClient licenses to an operating cluster.

Contact your reseller to purchase FortiClient licenses for your cluster units. Each cluster unit must have its own
FortiClient license.

When you receive the license keys you can visit the Fortinet Support website and add a FortiClient license key to each
licensed FortiGate. Then, as long as the cluster can connect to the internet the license keys are downloaded from the
FortiGuard network to all of the FortiGates in the cluster.

You can also use the following steps to manually add the license keys to your cluster units from the CLI. Your cluster
must be connected to the internet.

1. Log into the CLI of each cluster unit using its reserved management interface IP address.
2. Enter the following command to the unit’s serial number:
get system status

3. Enter the following command to add the license key for that serial number:
execute FortiClient-NAC update-registration-license <license-key>

4. Confirm that the license has been installed and the correct number of FortiClients are licensed.
execute forticlient info
Maximum FortiClient connections: unlimited.
Licensed connections: 114
NAC: 114
WANOPT: O
Test: O
Other connections:
IPsec: 0
SSLVPN: 0
5. Repeat for all of the cluster units.

You can also log into the primary unit CLI and use the execute ha manage command to connect to each cluster
unit CLI.

Replacing a failed cluster unit

This procedure describes how to remove a failed cluster unit from a cluster and add a new one to replace it. You can also
use this procedure to remove a failed unit from a cluster, repair it and add it back to the cluster. Replacing a failed does
not interrupt the operation of the cluster unless you have to change how the cluster is connected to the network to
accommodate the replacement unit.

You can use this procedure to replace more than one cluster unit.

FortiOS Handbook Fortinet Technologies Inc.


https://support.fortinet.com/

High availability 253

To replace a failed cluster unit

1. Disconnect the failed unit from the cluster and the network.
If you maintain other connections between the network and the still functioning cluster unit or units and between
remaining cluster units network traffic will continue to be processed.

2. Repair the failed cluster unit, or obtain a replacement unit with the exact same hardware configuration as the failed
cluster unit.

3. Install the same firmware build on the repaired or replacement unit as is running on the cluster.

4. Register and apply licenses to the FortiGate. This includes FortiCloud activation and FortiClient licensing, and

entering a license key if you purchased more than 10 Virtual Domains (VDOMS). All of the FortiGates in a cluster
must have the same level of licensing.

Licenses

@ FortiCare Support @ IPS

@ AntiVirus & Web Filtering
@ Anti-Spam Filtering JL YT AN E NETEY
FortiClient 0/10 FortiToken 0/2

5. You can also install any third-party certificates on the primary FortiGate before forming the cluster. Once the cluster
is formed third-party certificates are synchronized to the backup FortiGate.
We recommend that you add FortiToken licenses and FortiTokens to the primary unit after the cluster has formed.

6. Configure the repaired or replacement unit for HA operation with the same HA configuration as the cluster.

7. Ifthe clusteris running in transparent mode, change the operating mode of the repaired or replacement unit to
transparent mode.

8. Connect the repaired or replacement cluster unit to the cluster.
For an example see How to set up FGCP HA on page 231.

9. Power on the repaired or replacement cluster unit.
When the unit starts it negotiates to join the cluster. After it joins the cluster, the cluster synchronizes the repaired or
replacement unit configuration with the configuration of the primary unit.
You can add a repaired or replacement unit to a functioning cluster at any time. The repaired or replacement cluster
unit must:

« Have the same hardware configuration as the cluster units. Including the same hard disk configuration and the
same AMC cards installed in the same slots.

» Have the same firmware build as the cluster.
« Be setto the same operating mode (NAT or transparent) as the cluster.
« Be operating in single VDOM mode.
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HA with 802.3ad aggregate interfaces

On FortiGate models that support it you can use 802.3ad link aggregation to combine two or more interfaces into a single
aggregated interface. 802.3ad Link Aggregation and it's management protocol, Link Aggregation Control Protocol
(LACP) are a method for combining multiple physical links into a single logical link. This increases both potential
throughput and network resiliency. Using LACP, traffic is distributed among the physical interfaces in the link, potentially
resulting in increased performance.

This example describes how to configure an HA cluster consisting of two FortiGates with two aggregated 1000 Mb
connections to the internet using port1 and port2 and two aggregated 1000 Mb connections to the internal network using
port3 and port4. The aggregated interfaces are also configured as HA monitored interfaces.

Each of the aggregate links connects to a different switch. Each switch is configured for link aggregation (2x1000Mb).

Example cluster with aggregate interfaces

I
Internal Network k
10.11.101.0 s

Switch
2 x 1000 Mb EE 2 x 1000 Mb

Aggregate of Aggregate of

Port3 and Port4 Port3 and Port4

10.11.101.100 Port 5 Port 5 10.11.101.100
FGT ha 1 Ilm HHHHHH ... ... !I I‘FE HHHHHH . ‘I FGT ha 2
Port 6 Port 6

2 X 1000 Mb or or 2 x 1000 Mb
Aggregate of Aggregate of

Portl and Port2 Portl and Port2

172.20.120.141 " 172.20.120.141

Router
172.20.120.2 [ V&Y ceeeeee

HA interface monitoring, link failover, and 802.3ad aggregation

When monitoring the aggregated interface, HA interface monitoring treats the aggregated link as a single interface and
does not monitor the individual physical interfaces in the link. HA interface monitoring registers the link to have failed only
if all the physical interfaces in the link have failed. If only some of the physical interfaces in the link fail or become
disconnected, HA considers the link to be operating normally.

HA MAC addresses and 802.3ad aggregation

If a configuration uses the Link Aggregate Control Protocol (LACP) (either passive or active), LACP is negotiated over all
of the interfaces in any link. For a standalone FortiGate, the FortiGate LACP implementation uses the MAC address of
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the first interface in the link to uniquely identify that link. For example, a link consisting of port1 and port2 interfaces would
have the MAC address of port1.

In an HA cluster, HA changes the MAC addresses of the cluster interfaces to virtual MAC addresses. An aggregate
interface in a cluster acquires the virtual MAC address that would have been acquired by the first interface in the
aggregate.

Link aggregation, HA failover performance, and HA mode

To operate an active-active or active-passive cluster with aggregated interfaces and for best performance of a cluster
with aggregated interfaces, the switches used to connect the cluster unit aggregated interfaces together should support
configuring multiple Link Aggregation (LAG) groups.

For example, the cluster shown above should be configured into two LAG groups on the external switch: one for the
port1 and port2 aggregated interface of FGT_ha_1 and a second one for the port1 and port2 aggregate interface of
FGT_ha_2. You should also be able to do the same on the internal switch for the port3 and port4 aggregated interfaces
of each cluster unit.

As a result, the subordinate unit aggregated interfaces would participate in LACP negotiation while the cluster is
operating. In an active-active mode cluster, packets could be redirected to the subordinate unit interfaces. As well, in
active-active or active-passive mode, after a failover the subordinate unit can become a primary unit without having to
perform LACP negotiation before it can process traffic. Performing LACP negotiation causes a minor failover delay.

However if you cannot configure multiple LAG groups on the switches, due to the primary and subordinate unit interfaces
having the same MAC address, the switch will put all of the interfaces into the same LAG group which would disrupt the
functioning of the cluster. To prevent this from happening, you must change the FortiGate aggregated interface
configuration to prevent subordinate units from participating in LACP negotiation.

For example, use the following command to prevent subordinate units from participating in LACP negotiation with an
aggregate interface named Port1_Port2:

config system interface
edit Portl Port2
set lacp-ha-slave disable
end

As a result of this setting, subordinate unit aggregated interfaces cannot accept packets. This means that you cannot
operate the cluster in active-active mode because in active-active mode the subordinate units must be able to receive
and process packets. Also, failover may take longer because after a failover the subordinate unit has to perform LACP
negotiation before being able to process network traffic.

Also, it may also be necessary to configure the switch to use Passive or even Static mode for LACP to prevent the switch
from sending packets to the subordinate unit interfaces, which won’t be able to process them.

Finally, in some cases depending on the LACP configuration of the switches, you may experience delayed failover if the
FortiGate LACP configuration is not compatible with the switch LACP configuration. For example, in some cases setting
the FortiGate LACP mode to static reduces the failover delay because the FortiGate does not perform LACP negotiation.
However there is a potential problem with this configuration because static LACP does not send periodic LAC Protocol
Data Unit (LACPDU) packets to test the connections. So a non-physical failure (for example, if a device is not responding
because its too busy) may not be detected and packets could be lost or delayed.
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General configuration steps

The section includes GUI and CLI procedures. These procedures assume that the FortiGates are running the same
FortiOS firmware build and are set to the factory default configuration.

General configuration steps

1. Apply licenses to the FortiGates to become the cluster.
2. Configure the FortiGates for HA operation.
« Change each unit’s host name.
» Configure HA.
3. Connect the cluster to the network.
4. View cluster status.
5. Add basic configuration settings and configure the aggregated interfaces.
« Add a password for the admin administrative account.
« Add the aggregated interfaces.
« Disable 1acp-ha-slave so thatthe subordinate unit does not send LACP packets.
« Add a default route.
You could also configure aggregated interfaces in each FortiGate before the units form a cluster.
6. Configure HA port monitoring for the aggregated interfaces.

Configuring active-passive HA cluster that includes aggregated interfaces - GUI
These procedures assume you are starting with two FortiGates with factory default settings.

To configure the FortiGates for HA operation

1. Register and apply licenses to the FortiGate.

Licenses

@ FortiCare Support @ IPS

@ AntiVirus @ Web Filtering
@ Anti-Spam Filtering JL NG Y E NETE
FortiClient 0/10 FortiToken 0/2

2. Onthe System Information dashboard widget, beside Host Name select Change.
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3. Enter a new Host Name for this FortiGate.

New Name

4. Select OK.
5. Goto System > HA and change the following settings.

Mode

Group Name

FGT ha_1

Active-Passive

example5.com

Password HA_pass 5
Heartbeat Interface

Enable Priority
port5 Select 50
port6 Select 50
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Since port3 and port4 will be used for an aggregated interface, you must change the HA heartbeat configuration to

not use those interfaces.
6. Select OK.

The FortiGate negotiates to establish an HA cluster. When you select OK you may temporarily lose connectivity with

the FortiGate as the HA cluster negotiates and the FGCP changes the MAC address of the FortiGate interfaces.

The MAC addresses of the FortiGate interfaces change to the following virtual MAC addresses:

port1 interface virtual MAC:
port10 interface virtual MAC
port11 interface virtual MAC
port12 interface virtual MAC
port13 interface virtual MAC
port14 interface virtual MAC
port15 interface virtual MAC
port16 interface virtual MAC
port17 interface virtual MAC
port18 interface virtual MAC
port19 interface virtual MAC
port2 interface virtual MAC:
port20 interface virtual MAC
port3 interface virtual MAC:
port4 interface virtual MAC:
port5 interface virtual MAC:
port6 interface virtual MAC:
port? interface virtual MAC:
port8 interface virtual MAC:
port9 interface virtual MAC:

00-09-0£-09-00-00
:00-09-0£-09-00-01
:00-09-0£-09-00-02
:00-09-0£-09-00-03
:00-09-0£-09-00-04
:00-09-0£-09-00-05
:00-09-0£-09-00-06
:00-09-0£-09-00-07
:00-09-0£-09-00-08
:00-09-0£-09-00-09
:00-09-0£-09-00-0a
00-09-0£-09-00-0b
:00-09-0£-09-00-0c
00-09-0£-09-00-0d
00-09-0£-09-00-0e
00-09-0£-09-00-0f
00-09-0£-09-00-10
00-09-0£-09-00-11
00-09-0£-09-00-12
00-09-0£-09-00-13

To reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table entry for the
FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your management PC

from a command prompt using a command similarto arp -d.
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You canuse the get hardware nic(ordiagnose hardware deviceinfo nic)CLIcommand to view the
virtual MAC address of any FortiGate interface. For example, use the following command to view the port1 interface
virtual MAC address (Current HWaddr) and the port1 permanent MAC address (Permanent HWaddr):

get hardware nic portl

MAC: 00:09:0£:09:00:00
Permanent HWaddr: 02:09:0£:78:18:c9

7. Power off the first FortiGate.
8. Repeat these steps for the second FortiGate.
Set the second FortiGate host name to:

New Name FGT ha 2

To connect the cluster to the network

1. Connect the port1 and port2 interfaces of FGT_ha_1 and FGT_ha_2 to a switch connected to the internet.
Configure the switch so that the port1 and port2 of FGT_ha_1 make up an aggregated interface and port1 and port2
of FGT_ha_2 make up a second aggregated interface.

2. Connect the port3 and port4 interfaces of FGT_ha_1 and FGT_ha_2 to a switch connected to the internal network.
Configure the switch so that the port3 and port4 of FGT_ha_1 make up an aggregated interface and port3 and port4
of FGT_ha_2 make up another aggregated interface.

3. Connect the port5 interfaces of FGT_ha_1 and FGT_ha_2 together. You can use a crossover Ethernet cable or
regular Ethernet cables and a switch.

4. Connect the port5 interfaces of the cluster units together. You can use a crossover Ethernet cable or regular
Ethernet cables and a switch.

5. Power on the cluster units.

The units negotiate to choose the primary unit and the subordinate unit. This negotiation occurs with no user
intervention and normally takes less than a minute.

When negotiation is complete, the cluster is ready to be configured for your network.

To view cluster status

Use the following steps to view the cluster dashboard and cluster members list to confirm that the cluster units are
operating as a cluster.

1. View the system dashboard.
The HA Status dashboard widget displays how long the cluster has been operating (Uptime) and the time since the
last failover occurred (State Changed) You can hover over the State Changed time to see the event that caused the
state change You can also click on the HA Status dashboard widget to configure HA settings or to get a listing of the
most recent HA events recorded by the cluster.

2. Goto System > HA to view the cluster members list.
The list shows both cluster units, their host names, their roles in the cluster, and their device priorities. You can use
this list to confirm that the cluster is operating normally. For example, if the list shows only one cluster unit then the
other unit has left the cluster for some reason.
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To troubleshoot the cluster configuration

See Troubleshooting on page 274 to troubleshoot the cluster.

To add basic configuration settings and the aggregate interfaces

Use the following steps to add a few basic configuration settings.

Log into the cluster GUI.

Go to System > Administrators.

Edit admin and select Change Password.
Enter and confirm a new password.

Select OK.

Go to Network > Static Routes and temporarily delete the default route.
You cannot add an interface to a aggregated interface if any settings (such as the default route) are configured for it.

2B

7. Goto Network > Interfaces and select Create New > Interface to add the aggregate interface to connect to the
internet.

8. Set Type to 802.3ad Aggregate and configure the aggregate interface to be connected to the internet:

Name Port1_Port2

Interface Members port1, port2

IP/Network Mask 172.20.120.141/24
9. Select OK.

10. Select Create New > Interface to add the aggregate interface to connect to the internal network.
11. Set Type to 802.3ad Aggregate and configure the aggregate interface to be connected to the internet:

Name Port3_Port4

Interface Members port3, port4

IP/Netmask 10.11.101.100/24

Administrative Access HTTPS, PING, SSH
12. Select OK.

The virtual MAC addresses of the FortiGate interfaces change to the following. Note that port1 and port2 both have
the port1 virtual MAC address and port3 and port4 both have the port3 virtual MAC address:

« port1 interface virtual MAC: 00-09-0£-09-00-00

« port10 interface virtual MAC: 00-09-0£-09-00-01

e port11 interface virtual MAC: 00-09-0£-09-00-02

e port12 interface virtual MAC: 00-09-0£-09-00-03

« port13 interface virtual MAC: 00-09-0f-09-00-04

e port14 interface virtual MAC: 00-09-0£-09-00-05

« port15interface virtual MAC: 00-09-0£-09-00-06

» port16 interface virtual MAC: 00-09-0£f-09-00-07

« port17 interface virtual MAC: 00-09-0£-09-00-08

« port18interface virtual MAC: 00-09-0£-09-00-09

« port19interface virtual MAC: 00-09-0£-09-00-0a
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e port2 interface virtual MAC:

00-09-0£f-09-00-00 (same as port1)

« port20 interface virtual MAC: 00-09-0£-09-00-0c

« port3 interface virtual MAC:
« port4 interface virtual MAC:
« port5 interface virtual MAC:
« port6 interface virtual MAC:
« port7 interface virtual MAC:
« port8 interface virtual MAC:
« port9 interface virtual MAC:

00-09-0£-09-00-0d
00-09-0£-09-00-0d (same as port3)
00-09-0£-09-00-0f
00-09-0£-09-00-10
00-09-0£-09-00-11
00-09-0£-09-00-12
00-09-0£-09-00-13
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13. Connect to the CLI and enter the following command to disable sending LACP packets from the subordinate unit:

config system interface
edit Portl Port2

set lacp-ha-slave disable

next
edit Port3 Portd

set lacp-ha-slave disable

end

14. Go to Network > Static Routes.

15. Add the default route.

Destination IP/Mask
Gateway
Device

Distance

16. Select OK.

0.0.0.0/0.0.0.0
172.20.120.2
Port1_Port2
10

To configure HA port monitoring for the aggregate interfaces

1. Goto System > HA.

2. Inthe cluster members list, edit the primary unit.

3. Configure the following port monitoring for the aggregate interfaces:

Port1_Port2
Port3_Port4

4. Select OK.

Port Monitor
Select

Select

Configuring active-passive HA cluster that includes aggregate interfaces - CLI

These procedures assume you are starting with two FortiGates with factory default settings.

To configure the FortiGates for HA operation

1. Register and apply licenses to the FortiGate. This includes FortiCloud activation and FortiClient licensing, and
entering a license key if you purchased more than 10 Virtual Domains (VDOMS). All of the FortiGates in a cluster

FortiOS Handbook

Fortinet Technologies Inc.



High availability

must have the same level of licensing.

Install any third-party certificates on the FortiGate.

Change the host name for this FortiGate:
config system global

set hostname FGT ha 1
end

Configure HA settings.
config system ha
set mode a-p
set group-name exampleb5.com
set password HA pass 5
set hbdev port5 50 port6 50
end
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Since port3 and port4 will be used for an aggregated interface, you must change the HA heartbeat configuration.

The FortiGate negotiates to establish an HA cluster. You may temporarily lose connectivity with the FortiGate as the
HA cluster negotiates and the FGCP changes the MAC address of the FortiGate interfaces. The MAC addresses of

the FortiGate interfaces change to the following virtual MAC addresses:

port1 interface virtual MAC:
port10 interface virtual MAC
port11 interface virtual MAC
port12 interface virtual MAC
port13 interface virtual MAC
port14 interface virtual MAC
port15 interface virtual MAC
port16 interface virtual MAC
port17 interface virtual MAC
port18 interface virtual MAC
port19 interface virtual MAC
port2 interface virtual MAC:
port20 interface virtual MAC
port3 interface virtual MAC:
port4 interface virtual MAC:
port5 interface virtual MAC:
port6 interface virtual MAC:
port? interface virtual MAC:
port8 interface virtual MAC:
port9 interface virtual MAC:

00-09-0£-09-00-00
:00-09-0£-09-00-01
:00-09-0£-09-00-02
:00-09-0£-09-00-03
:00-09-0£-09-00-04
:00-09-0£-09-00-05
:00-09-0£-09-00-06
:00-09-0£-09-00-07
:00-09-0£-09-00-08
:00-09-0£-09-00-09
:00-09-0£-09-00-0a
00-09-0£-09-00-0b
:00-09-0£-09-00-0c
00-09-0£-09-00-0d
00-09-0£-09-00-0e
00-09-0£-09-00-0£
00-09-0£-09-00-10
00-09-0£-09-00-11
00-09-0£-09-00-12
00-09-0£-09-00-13

To reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table entry for the
FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your management PC

from a command prompt using a command similarto arp -d.

You canuse the get hardware nic(ordiagnose hardware deviceinfo nic)CLIcommand to view the
virtual MAC address of any FortiGate interface. For example, use the following command to view the port1 interface
virtual MAC address (Current HWaddr) and the port1 permanent MAC address (Permanent HWaddr):

get hardware nic portl

MAC:

00:09:0£:09:00:00
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Permanent HWaddr: 02:09:0£:78:18:c9

5. Repeat these steps for the other FortiGate.

Set the other FortiGate host name to:

config system global
set hostname FGT ha 2
end

To connect the cluster to the network

1. Connect the port1 and port2 interfaces of FGT_ha_1 and FGT_ha_2 to a switch connected to the internet.

Configure the switch so that the port1 and port2 of FGT_ha_1 make up an aggregated interface and port1 and port2
of FGT_ha_2 make up another aggregated interface.

2. Connect the port3 and port4 interfaces of FGT_ha_1 and FGT_ha_2 to a switch connected to the internal network.

Configure the switch so that the port3 and port4 of FGT_ha_1 make up an interfaced and port3 and port4 of FGT _
ha_2 make up another aggregated interface.

3. Connect the port5 interfaces of FGT_ha_1 and FGT_ha_2 together. You can use a crossover Ethernet cable or
regular Ethernet cables and a switch.

4. Connect the port5 interfaces of the cluster units together. You can use a crossover Ethernet cable or regular
Ethernet cables and a switch.

5. Power on the cluster units.

The units start and negotiate to choose the primary unit and the subordinate unit. This negotiation occurs with no
user intervention and normally takes less than a minute.

When negotiation is complete the cluster is ready to be configured for your network.

To view cluster status

Use the following steps to view cluster status from the CLI.

1. Loginto the CLI.

2. Enterget system status to verify the HA status of the cluster unit that you logged into. Look for the following
information in the command output.

Current HA mode: a-a, master The cluster units are operating as a cluster and you have
connected to the primary unit.

Current HA mode: a-a, backup The cluster units are operating as a cluster and you have
connected to a subordinate unit.

Current HA mode: standalone The cluster unit is not operating in HA mode

3. Enter the following command to view the status of the cluster:

get system ha status

HA Health Status: OK

Model: FortiGate-XXXX

Mode: HA A-P

Group: O

Debug: 0

Cluster Uptime: 7 days 00:30:26
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You can use this command to confirm that the cluster is healthy and operating normally, some information about the
cluster configuration, and information about how long the cluster has been operating. Information not shown in this
example includes how the primary unit was selected, configuration synchronization status, usage stats for each
cluster unit, heartbeat status, and the relative priorities of the cluster units.

To troubleshoot the cluster configuration

See Troubleshooting on page 274 to troubleshoot the cluster.

To add basic configuration settings and the aggregate interfaces

Use the following steps to add a few basic configuration settings and the aggregate interfaces.

1. Add a password for the admin administrative account.
config system admin
edit admin
set password <psswrd>
end
2. Temporarily delete the default route.

You cannot add an interface to an aggregate interface if any settings (such as the default route) are configured for it.
In this example the index of the default route is 1.
config router static
delete 1
end

3. Add the aggregate interfaces:
config system interface
edit Portl Port2
set type aggregate
set lacp-ha-slave disable
set member portl port2
set ip 172.20.120.141/24
set vdom root
next
edit Port3 Portd
set type aggregate
set lacp-ha-slave disable
set member port3 port4
set ip 10.11.101.100/24
set vdom root
end
The virtual MAC addresses of the FortiGate interfaces change to the following. Note that port1 and port2 both have
the port1 virtual MAC address and port3 and port4 both have the port3 virtual MAC address:

« port1 interface virtual MAC: 00-09-0£-09-00-00

» port10 interface virtual MAC: 00-09-0£f-09-00-01
« port11 interface virtual MAC: 00-09-0£-09-00-02
« port12interface virtual MAC: 00-09-0£-09-00-03
o port13interface virtual MAC: 00-09-0£f-09-00-04
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4. Add

con

port14 interface virtual MAC: 00-09-0£f-09-00-05
port15 interface virtual MAC: 00-09-0£f-09-00-06
port16 interface virtual MAC: 00-09-0f-09-00-07
port17 interface virtual MAC: 00-09-0£-09-00-08
port18 interface virtual MAC: 00-09-0£f-09-00-09
port19 interface virtual MAC: 00-09-0f-09-00-0a

port2 interface virtual MAC: 00-09-0£-09-00-00 (same as port1)

port20 interface virtual MAC: 00-09-0£f-09-00-0c

port3 interface virtual MAC:
port4 interface virtual MAC:
port5 interface virtual MAC:
port6 interface virtual MAC:
port? interface virtual MAC:
port8 interface virtual MAC:
port9 interface virtual MAC:

the default route.

fig router static

edit 1
set dst 0.0.0.0 0.0.0.0
set gateway 172.20.120.2
set device Portl Port2

end

To configure HA port monitoring for the aggregate interfaces

1. Configure HA port monitoring for the aggregate interfaces.

con

fig system ha

00-09-0£-09-00-0d

00-09-0£f-09-00-0d (same as port3)

00-09-0£-09-00-0f
00-09-0£-09-00-10
00-09-0£-09-00-11
00-09-0£-09-00-12
00-09-0£-09-00-13

set monitor Portl Port2 Port3 Portéd

end

HA with redundant interfaces

264

On FortiGate models that support it you can combine two or more interfaces into a single redundant interface. A
redundant interface consists of two or more physical interfaces. Traffic is processed by the first physical interface in the
redundant interface. If that physical interface fails, traffic fails over to the next physical interface. Redundant interfaces
don’t have the benefit of improved performance that aggregate interfaces can have, but they do provide failover if a
physical interface fails or is disconnected.
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Example cluster with a redundant interfaces

Internal Network
10.11.101.0 e

Switch
Redundant interface Redundant interface
Port3 and Port4 Port3 and Port4
10.11.101.100 10.11.101.100
Port 5 Port 5
FGT_ha_l Ilmsmnsr - ... ... ‘I I‘men . ... . ‘I FGTﬁhaﬁZ
Port 6 Port 6
Redundant interface Redundant interface
Portl and Port2 Portl and Port2
172.20.120.141 | 172.20.120.141

Router
172.20.120.2 | 98D ..

This example describes how to configure an HA cluster consisting of two FortiGates with a redundant interface
connection to the internet and to an internal network. The connection to the internet uses port1 and port2. The
connection to the internal network uses port3 and port4. The HA heartbeat uses port5 and port6.

The redundant interfaces are also configured as HA monitored interfaces.

HA interface monitoring, link failover, and redundant interfaces

HA interface monitoring monitors the redundant interface as a single interface and does not monitor the individual
physical interfaces in the redundant interface. HA interface monitoring registers the redundant interface to have failed
only if all the physical interfaces in the redundant interface have failed. If only some of the physical interfaces in the
redundant interface fail or become disconnected, HA considers the redundant interface to be operating normally.

HA MAC addresses and redundant interfaces

For a standalone FortiGate a redundant interface has the MAC address of the first physical interface added to the
redundant interface configuration. A redundant interface consisting of port1 and port2 would have the MAC address of
port1.

In an HA cluster, HA changes the MAC addresses of the cluster interfaces to virtual MAC addresses. A redundant
interface in a cluster acquires the virtual MAC address that would have been acquired by the first physical interface
added to the redundant interface configuration.

Connecting multiple redundant interfaces to one switch while operating in active-
passive HA mode

HA assigns the same virtual MAC addresses to the subordinate unit interfaces as are assigned to the corresponding
primary unit interfaces. Consider a cluster of two FortiGates operating in active-passive mode with a redundant interface
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consisting of port1 and port2. You can connect multiple redundant interfaces to the same switch if you configure the
switch so that it defines multiple separate redundant interfaces and puts the redundant interfaces of each cluster unit into
separate redundant interfaces. In this configuration, each cluster unit forms a separate redundant interface with the
switch.

However, if the switch is configured with a single four-port redundant interface configuration, because the same MAC
addresses are being used by both cluster units, the switch adds all four interfaces (port1 and port2 from the primary unit
and port1 and port2 from the subordinate unit) to the same redundant interface.

To avoid unpredictable results, when you connect a switch to multiple redundant interfaces in an active-passive cluster
you should configure separate redundant interfaces on the switch; one for each cluster unit.

Connecting multiple redundant interfaces to one switch while operating in active-active
HA mode

In an active-active cluster, all cluster units send and receive packets. To operate a cluster with redundant interfaces in
active-active mode, with multiple redundant interfaces connected to the same switch, you must separate the redundant
interfaces of each cluster unit into different redundant interfaces on the connecting switch.

General configuration steps

The section includes GUI and CLI procedures. These procedures assume that the FortiGates are running the same
FortiOS firmware build and are set to the factory default configuration.

General configuration steps

1. Apply licenses to the FortiGates to become the cluster.
2. Configure the FortiGates for HA operation.
« Change each unit’s host name.
» Configure HA.
3. Connect the cluster to the network.
4. View cluster status.
5. Add basic configuration settings and configure the redundant interfaces.
« Add a password for the admin administrative account.
» Add the redundant interfaces.
» Add a default route.
You could also configure redundant interfaces in each FortiGate before they form a cluster.
6. Configure HA port monitoring for the redundant interfaces.

Configuring active-passive HA cluster that includes redundant interfaces - GUI

These procedures assume you are starting with two FortiGates with factory default settings.
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To configure the FortiGates for HA operation

1. Register and apply licenses to the FortiGate.

Licenses

@ FortiCare Support @ IPS

@ AntiVirus & Web Filtering
@ Anti-Spam Filtering JL UL Y ENNETEY
FortiClient 0/10 FortiToken 0/2

2. Onthe System Information dashboard widget, beside Host Name select Change.
3. Enter a new Host Name for this FortiGate.

New Name FGT ha_1

4. Select OK.
5. Goto System > HA and change the following settings.

Mode Active-Passive
Group Name example6.com
Password HA pass_6

Heartbeat Interface

Enable Priority
port5 Select 50
port6 Select 50

Since port3 and port4 will be used for a redundant interface, you must change the HA heartbeat configuration.
6. Select OK.
The FortiGate negotiates to establish an HA cluster. When you select OK you may temporarily lose connectivity with

the FortiGate as the HA cluster negotiates and the FGCP changes the MAC address of the FortiGate interfaces.
The MAC addresses of the FortiGate interfaces change to the following virtual MAC addresses:

e port1 interface virtual MAC: 00-09-0£f-09-00-00

« port10 interface virtual MAC: 00-09-0£-09-00-01
o port11 interface virtual MAC: 00-09-0£f-09-00-02
e port12interface virtual MAC: 00-09-0£-09-00-03
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port13 interface virtual MAC
port14 interface virtual MAC
port15 interface virtual MAC
port16 interface virtual MAC
port17 interface virtual MAC
port18 interface virtual MAC
port19 interface virtual MAC
port2 interface virtual MAC:
port20 interface virtual MAC
port3 interface virtual MAC:
port4 interface virtual MAC:
port5 interface virtual MAC:
port6 interface virtual MAC:
port7 interface virtual MAC:
port8 interface virtual MAC:
port9 interface virtual MAC:

:00-09-0£-09-00-04
:00-09-0£-09-00-05
:00-09-0£-09-00-06
:00-09-0£-09-00-07
:00-09-0£-09-00-08
:00-09-0£-09-00-09
:00-09-0£-09-00-0a
00-09-0£-09-00-0Db
:00-09-0£-09-00-0c
00-09-0£-09-00-0d
00-09-0£-09-00-0e
00-09-0£-09-00-0£
00-09-0£-09-00-10
00-09-0£-09-00-11
00-09-0£-09-00-12
00-09-0£-09-00-13
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To reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table entry for the
FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your management PC

from a command prompt using a command similarto arp -d.

You can use the get hardware nic(ordiagnose hardware deviceinfo nic)CLIcommand to view the
virtual MAC address of any FortiGate interface. For example, use the following command to view the port1 interface
virtual MAC address (Current HWaddr) and the port1 permanent MAC address (Permanent HWaddr):

get hardware nic portl

MAC:
Permanent HWaddr:

00:09:0£:09:00:00

7. Power off the first FortiGate.
8. Repeat these steps for the second FortiGate.

02:09:0f£:78:18:c9

Set the second FortiGate host name to:

New Name

FGT ha_2

To connect the cluster to the network

1. Connect the port1 and port2 interfaces of FGT _ha_1 and FGT_ha_2 to a switch connected to the internet.

Configure the switch so that the port1 and port2 of FGT_ha_1 make up a redundant interface and port1 and port2 of
FGT_ha_2 make up another redundant interface.

2. Connect the port3 and port4 interfaces of FGT_ha_1 and FGT_ha_2 to a switch connected to the internal network.

Configure the switch so that the port3 and port4 of FGT_ha_1 make up a redundant interface and port3 and port4 of
FGT_ha_2 make up another redundant interface.

3. Connect the port5 interfaces of FGT_ha_1 and FGT_ha_2 together. You can use a crossover Ethernet cable or
regular Ethernet cables and a switch.
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4. Connect the port5 interfaces of the cluster units together. You can use a crossover Ethernet cable or regular
Ethernet cables and a switch.

5. Power on the cluster units.

The units start and negotiate to choose the primary unit and the subordinate unit. This negotiation occurs with no
user intervention and normally takes less than a minute.

When negotiation is complete the cluster is ready to be configured for your network.

To view cluster status

Use the following steps to view the cluster dashboard and cluster members list to confirm that the cluster units are
operating as a cluster.

1. View the system dashboard.

The HA Status dashboard widget displays how long the cluster has been operating (Uptime) and the time since the
last failover occurred (State Changed). You can hover over the State Changed time to see the event that caused the
state change. You can also click on the HA Status dashboard widget to configure HA settings or to get a listing of the
most recent HA events recorded by the cluster.

2. Goto System > HA to view the cluster members list.

The list shows both cluster units, their host names, their roles in the cluster, and their device priorities. You can use
this list to confirm that the cluster is operating normally. For example, if the list shows only one cluster unit then the
other unit has left the cluster for some reason.

To troubleshoot the cluster configuration

See Troubleshooting on page 274.

To add basic configuration settings and the redundant interfaces

Use the following steps to add a few basic configuration settings.

Log into the cluster GUI.

Go to System > Administrators.

Edit admin and select Change Password.

Enter and confirm a new password.

Select OK.

Go to Network > Static Routes and temporarily delete the default route.

o gl wdh-=

You cannot add an interface to a redundant interface if any settings (such as the default route) are configured for it.

7. Goto Network > Interfaces and select Create New > Interface to add the redundant interface to connect to the
internet.

8. Set Type to Redundant Interface and configure the redundant interface to be connected to the internet:

Name Port1_Port2
Physical Interface Members port1, port2
IP/Netmask 172.20.120.141/24

9. Select OK.
10. Select Create New to add the redundant interface to connect to the internal network.
11. Set Type to Redundant Interface and configure the redundant interface to be connected to the internet:
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Name Port3_Port4

Physical Interface Members port3, port4

IP/Netmask 10.11.101.100/24
Administrative Access HTTPS, PING, SSH
12. Select OK.

The virtual MAC addresses of the FortiGate interfaces change to the following. Note that port1 and port2 both have
the port1 virtual MAC address and port3 and port4 both have the port3 virtual MAC address:

e port1 interface virtual MAC: 00-09-0£-09-00-00
o port10 interface virtual MAC: 00-09-0£f-09-00-01
e port11 interface virtual MAC: 00-09-0£-09-00-02
« port12interface virtual MAC: 00-09-0£-09-00-03
» port13interface virtual MAC: 00-09-0£f-09-00-04
« port14 interface virtual MAC: 00-09-0£-09-00-05
« port15interface virtual MAC: 00-09-0£-09-00-06
e port16 interface virtual MAC: 00-09-0£-09-00-07
e port17 interface virtual MAC: 00-09-0£-09-00-08
« port18 interface virtual MAC: 00-09-0£f-09-00-09
« port19 interface virtual MAC: 00-09-0£-09-00-0a
 port2 interface virtual MAC: 00-09-0£-09-00-00 (same as port1)
« port20 interface virtual MAC: 00-09-0£-09-00-0c
 port3 interface virtual MAC: 00-09-0£-09-00-0d
« port4 interface virtual MAC: 00-09-0£-09-00-0d (same as port3)
« port5 interface virtual MAC: 00-09-0f-09-00-0f
« port6 interface virtual MAC: 00-09-0£-09-00-10
o port7 interface virtual MAC: 00-09-0£f-09-00-11
e port8 interface virtual MAC: 00-09-0£f-09-00-12
« port9 interface virtual MAC: 00-09-0£f-09-00-13
13. Goto Router > Static > Static Routes.
14. Add the default route.

Destination IP/Mask 0.0.0.0/0.0.0.0
Gateway 172.20.120.2
Device Port1_Port2
Distance 10

15. Select OK.

To configure HA port monitoring for the redundant interfaces

1. Goto System > HA.
2. Inthe cluster members list, edit the primary unit.
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3. Configure the following port monitoring for the redundant interfaces:

Port Monitor
Port1_Port2 Select
Port3_Port4 Select

4. Select OK.

Configuring active-passive HA cluster that includes redundant interfaces - CLI
These procedures assume you are starting with two FortiGates with factory default settings.

To configure the FortiGates for HA operation

1. Register and apply licenses to the FortiGate. This includes FortiCloud activation and FortiClient licensing, and
entering a license key if you purchased more than 10 Virtual Domains (VDOMS). All of the FortiGates in a cluster
must have the same level of licensing.

2. You can also install any third-party certificates on the primary FortiGate before forming the cluster. Once the cluster
is formed third-party certificates are synchronized to the backup FortiGate.
We recommend that you add FortiToken licenses and FortiTokens to the primary unit after the cluster has formed.

3. Change the host name for this FortiGate:

config system global
set hostname FGT ha 1
end

4. Configure HA settings.

config system ha
set mode a-p
set group-name example6.com
set password HA pass 6
set hbdev port5 50 porté6 50
end

Since port3 and port4 will be used for a redundant interface, you must change the HA heartbeat configuration.

The FortiGate negotiates to establish an HA cluster. You may temporarily lose connectivity with the FortiGate as the
HA cluster negotiates and the FGCP changes the MAC address of the FortiGate interfaces. The MAC addresses of
the FortiGate interfaces change to the following virtual MAC addresses:

« port1 interface virtual MAC: 00-09-0£-09-00-00

» port10 interface virtual MAC: 00-09-0£f-09-00-01
« port11 interface virtual MAC: 00-09-0£-09-00-02
« port12interface virtual MAC: 00-09-0£-09-00-03
o port13interface virtual MAC: 00-09-0£f-09-00-04
« port14 interface virtual MAC: 00-09-0£-09-00-05
o port15 interface virtual MAC: 00-09-0£f-09-00-06
e port16 interface virtual MAC: 00-09-0£-09-00-07
e port17 interface virtual MAC: 00-09-0£-09-00-08
» port18interface virtual MAC: 00-09-0£-09-00-09
« port19 interface virtual MAC: 00-09-0£-09-00-0a
e port2 interface virtual MAC: 00-09-0£f-09-00-0b

« port20 interface virtual MAC: 00-09-0£-09-00-0c
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 port3 interface virtual MAC: 00-09-0£-09-00-0d

e port4 interface virtual MAC: 00-09-0£f-09-00-0e

 port5 interface virtual MAC: 00-09-0f-09-00-0f

« port6 interface virtual MAC: 00-09-0£-09-00-10

« port7 interface virtual MAC: 00-09-0£-09-00-11

« port8 interface virtual MAC: 00-09-0£f-09-00-12

e port9 interface virtual MAC: 00-09-0£f-09-00-13
To reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table entry for the
FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your management PC
from a command prompt using a command similarto arp -d.
You canuse the get hardware nic(ordiagnose hardware deviceinfo nic)CLIcommand to view the
virtual MAC address of any FortiGate interface. For example, use the following command to view the port1 interface
virtual MAC address (Current HWaddr) and the port1 permanent MAC address (Permanent HWaddr):
get hardware nic portl

MAC: 00:09:0£:09:00:00
Permanent HWaddr: 02:09:0£:78:18:c9

Repeat these steps for the other FortiGate.

Set the other FortiGate host name to:

config system global
set hostname FGT ha 2
end

To connect the cluster to the network

1.

Connect the port1 and port2 interfaces of FGT_ha_1 and FGT_ha_2 to a switch connected to the internet.

Configure the switch so that the port1 and port2 of FGT_ha_1 make up a redundant interface and port1 and port2 of
FGT_ha_2 make up another redundant interface.

Connect the port3 and port4 interfaces of FGT_ha_1 and FGT_ha_2 to a switch connected to the internal network.

Configure the switch so that the port3 and port4 of FGT_ha_1 make up a redundant interface and port3 and port4 of
FGT_ha_2 make up another redundant interface.

Connect the port5 interfaces of FGT_ha_1 and FGT_ha_2 together. You can use a crossover Ethernet cable or
regular Ethernet cables and a switch.

Connect the port5 interfaces of the cluster units together. You can use a crossover Ethernet cable or regular
Ethernet cables and a switch.

Power on the cluster units.

The units start and negotiate to choose the primary unit and the subordinate unit. This negotiation occurs with no
user intervention and normally takes less than a minute.

When negotiation is complete the cluster is ready to be configured for your network.

To view cluster status

Use the following steps to view cluster status from the CLI.
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1. Loginto the CLI.

2. Enterget system status to verify the HA status of the cluster unit that you logged into.Look for the following
information in the command output.

Current HA mode: a-a, The cluster units are operating as a cluster and you have connected to the
master primary unit.

Current HA mode: a-a, The cluster units are operating as a cluster and you have connected to a
backup subordinate unit.

Current HA mode: The cluster unit is not operating in HA mode

standalone

3. Enter the following command to confirm the HA configuration of the cluster:

get system ha status

HA Health Status: OK

Model: FortiGate-XXXX

Mode: HA A-P

Group: O

Debug: 0

Cluster Uptime: 7 days 00:30:26

You can use this command to confirm that the cluster is healthy and operating normally, some information about the
cluster configuration, and information about how long the cluster has been operating. Information not shown in this
example includes how the primary unit was selected, configuration synchronization status, usage stats for each
cluster unit, heartbeat status, and the relative priorities of the cluster units.

To troubleshoot the cluster configuration

See Troubleshooting on page 274.

To add basic configuration settings and the redundant interfaces

Use the following steps to add a few basic configuration settings and the redundant interfaces.

1. Add a password for the admin administrative account.
config system admin
edit admin
set password <psswrd>
end
2. Temporarily delete the default route.

You cannot add an interface to a redundant interface if any settings (such as the default route) are configured for it.
In this example the index of the default route is 1.

config router static
delete 1
end

3. Add the redundant interfaces:

config system interface
edit Portl Port2
set type redundant
set member portl port2
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set ip 172.20.120.141/24
set vdom root

next

edit Port3 Portd
set type redundant
set member port3 port4
set ip 10.11.101.100/24
set vdom root

end

The virtual MAC addresses of the FortiGate interfaces change to the following. Note that port1 and port2 both have
the port1 virtual MAC address and port3 and port4 both have the port3 virtual MAC address:

« port1 interface virtual MAC: 00-09-0£-09-00-00
e port10 interface virtual MAC: 00-09-0£-09-00-01
« port11 interface virtual MAC: 00-09-0£-09-00-02
o port12 interface virtual MAC: 00-09-0£f-09-00-03
e port13interface virtual MAC: 00-09-0£-09-00-04
« port14 interface virtual MAC: 00-09-0£-09-00-05
« port15interface virtual MAC: 00-09-0£-09-00-06
 port16 interface virtual MAC: 00-09-0£-09-00-07
e port17 interface virtual MAC: 00-09-0£-09-00-08
e port18interface virtual MAC: 00-09-0£-09-00-09
« port19interface virtual MAC: 00-09-0£-09-00-0a
» port2 interface virtual MAC: 00-09-0f-09-00-00 (same as port1)
 port20 interface virtual MAC: 00-09-0£-09-00-0c
« port3 interface virtual MAC: 00-09-0£-09-00-0d
» port4 interface virtual MAC: 00-09-0£f-09-00-0d (same as port3)
 port5 interface virtual MAC: 00-09-0£-09-00-0£f
« port6 interface virtual MAC: 00-09-0£-09-00-10
e port7 interface virtual MAC: 00-09-0£f-09-00-11
« port8 interface virtual MAC: 00-09-0£-09-00-12
o port9 interface virtual MAC: 00-09-0£f-09-00-13
4. Add the default route.

config router static
edit 1
set dst 0.0.0.0 0.0.0.0
set gateway 172.20.120.2
set device Portl Port2
end

To configure HA port monitoring for the redundant interfaces

1. Configure HA port monitoring for the redundant interfaces.

config system ha
set monitor Portl Port2 Port3 Porté
end

Troubleshooting

This section describes some HA clustering troubleshooting techniques.
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Ignoring hardware revisions

Many FortiGate platforms have gone through multiple hardware versions and in some cases the hardware changes
prevent cluster formation. If you run into this problem you can use the following command on each FortiGate to cause the
cluster to ignore different hardware versions:

execute ha ignore-hardware-revision enable
This command is only available on FortiGates that have had multiple hardware revisions.

By default the command is set to prevent cluster formation between FortiGates with different hardware revisions. You
can enter the following command to view its status:

execute ha ignore-hardware-revision status

Usually the incompatibility is caused by different hardware versions having different hard disks and enabling this

command disables the hard disks in each FortiGate. As a result of disabling hard disks the cluster will not support
logging to the hard disk or WAN Optimization.

If the FortiGates do have compatible hardware versions or if you want to run a FortiGate in standalone mode you can
enter the following command to disable ignoring the hardware revision and enable the hard disks:

execute ha ignore-hardware-revision disable
Affected models include but are not limited to:

o FortiGate-100D

o FortiGate-300C

» FortiGate-600C

o FortiGate-800C

o FortiGate-80C and FortiWiFi-80C
« FortiGate-60C

Its possible that a cluster will not form because the disk partition sizes of the cluster
N ! /., units are different. You can use the diagnose sys ha checksum test |
? grep storage command to check the disk storage checksum of each cluster unit.
= If the checksums are different then visit the Fortinet Support website for help in
setting up compatible storage partitions.

Before you set up a cluster

Before you set up a cluster ask yourself the following questions about the FortiGates that you are planning to use to
create a cluster.

Do all the FortiGates have the same hardware configuration? Including the same hard disk configuration?

Do all of the FortiGates have the same FortiGuard, FortiCloud, FortiClient, VDOM and FortiOS Carrier licensing?
Do all the FortiGates have the same firmware build?

Are all the FortiGates set to the same operating mode (NAT or transparent)?

Are all the FortiGates operating in single VDOM mode?

If the FortiGates are operating in multiple VDOM mode do they all have the same VDOM configuration?

o a ks wbh-=
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In some cases you may be able to form a cluster if different FortiGates have different firmware

NP builds, different VDOM configurations, and are in different operating modes. However, if you
S L4 . . . . .
q encounter problems they may be resolved by installing the same firmware build on each unit,
- and give them the same VDOM configuration and operating mode. If the FortiGates in the

cluster have different licenses, the cluster will form but it will operate with the lowest licensing
level.

Troubleshooting the initial cluster configuration

This section describes how to check a cluster when it first starts up to make sure that it is configured and operating
correctly. This section assumes you have already configured your HA cluster.

To verify that a cluster can process traffic and react to a failure

1.

Add a basic security policy configuration and send network traffic through the cluster to confirm connectivity.

For example, if the cluster is installed between the internet and an internal network, set up a basic internal to
external security policy that accepts all traffic. Then from a PC on the internal network, browse to a website on the
internet or ping a server on the internet to confirm connectivity.

From your management PC, set ping to continuously ping the cluster, and then start a large download, or in some
other way establish ongoing traffic through the cluster.

While traffic is going through the cluster, disconnect the power from one of the cluster units.
You could also shut down or restart a cluster unit.

Traffic should continue with minimal interruption.

Start up the cluster unit that you disconnected.

The unit should re-join the cluster with little or no affect on traffic.

Disconnect a cable from one of the HA heartbeat interfaces.

The cluster should keep functioning, using the other HA heartbeat interface.

If you have port monitoring enabled, disconnect a network cable from a monitored interface.
Traffic should continue with minimal interruption.

To verify the cluster configuration from the GUI

Use these steps if a cluster is formed just to verify its status and configuration.

Ao b=

Log into the cluster GUI.
Check the system dashboard to verify that the System Information widget displays all of the cluster units.
Check the Unit Operation widget graphic to verify that the correct cluster unit interfaces are connected.

Go to System > HA or from the System Information dashboard widget select HA Status > Configure and verify
that all of the cluster units are displayed on the HA Cluster list.

From the cluster members list, edit the primary unit and verify the cluster configuration is as expected.

To troubleshoot the cluster configuration from the GUI

Use these steps if the FortiGates don't successfully form a cluster:

1.

Connect to each cluster unit GUI and verify that the HA configurations are the same. The HA configurations of all of
the cluster units must be identical. Even though the HA configuration is very simple you can easily make a small
mistake that prevents a FortiGate from joining a cluster.
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2,

If the configurations are the same, try re-entering the HA Password on each cluster unitin case you made an error
typing the password when configuring one of the cluster units.

Check that the correct interfaces of each cluster unit are connected.
Check the cables and interface LEDs.

Use the Unit Operation dashboard widget, system network interface list, or cluster members list to verify that each
interface that should be connected actually is connected.

If the link is down re-verify the physical connection. Try replacing network cables or switches as required.

To verify the cluster configuration from the CLI

Use these steps if a cluster is formed just to verify its status and configuration.

1.

Log into each cluster unit CLI.

You can use the console connection if you need to avoid the problem of units having the same IP address.
Enter the command get system status.

Look for the following information in the command output.

Current HA mode: a-a, The cluster units are operating as a cluster and you have connected to the
master primary unit.

Current HA mode: a-a, The cluster units are operating as a cluster and you have connected to a
backup subordinate unit.

Current HA mode: The cluster unit is not operating in HA mode

standalone

Verify thatthe get system ha status command shows that the cluster health is OK and shows that all of the
cluster units have joined the cluster.

Enterthe get system ha command to verify that the HA configuration is correct and the same for each cluster
unit.

To troubleshoot the cluster configuration from the CLI

Try these steps if the FortiGates don't successfully form a cluster:

1.

Try using the following command to re-enter the cluster password on each cluster unit in case you made an error
typing the password when configuring one of the cluster units.

config system ha
set password <password>
end

Check that the correct interfaces of each cluster unit are connected.
Check the cables and interface LEDs.

Use get hardware nic <interface name>command to confirm that each interface is connected. If the
interface is connected the command output should contain a Link: up entry similar to the following:

get hardware nic portl

Link: up
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If the link is down, re-verify the physical connection. Try replacing network cables or switches as required.

More troubleshooting information

Much of the information in this HA guide can be useful for troubleshooting HA clusters. Here are some links to sections
with more information.

FortiOS Handbook

If sessions are lost after a failover you may need to change route-ttl to keep synchronized routes active longer. See
Synchronizing kernel routing tables on page 362

To control which cluster unit becomes the primary unit, you can change the device priority and enable override. See
Controlling primary unit selection using device priority and override on page 214Controlling primary unit selection
using device priority and override on page 214

Changes made to a cluster can be lost if override is enabled. See Configuration changes can be lost if override is
enabled on page 215

When override is enabled, after a failover traffic may be disrupted if the primary unit rejoins the cluster before the
session tables are synchronized or for other reasons such as if the primary unit is configured for DHCP or PPPoE.
See Delaying how quickly the primary unit rejoins the cluster when override is enabled on page 216.

In some cases, age differences among cluster units result in the wrong cluster unit becoming the primary unit. For
example, if a cluster unit set to a high priority reboots, that unit will have a lower age than other cluster units. You
can resolve this problem by resetting the age of one or more cluster units. See Primary unit selection with override
disabled (default) on page 204 You can also adjust how sensitive the cluster is to age differences. This can be
useful if large age differences cause problems. See Cluster age difference margin (grace period) on page 208 and
Changing the cluster age difference margin on page 208.

If one of the cluster units needs to be serviced or removed from the cluster for other reasons, you can do so without
affecting the operation of the cluster. See Disconnecting a FortiGate on page 334

The GUI and CLI will not allow you to configure HA if you have enabled FGSP HA. See FGSP on page 419.

The GUI and CLI will not allow you to configure HA if one or more FortiGate interfaces is configured as a PPTP or
L2TP client.

The FGCP is compatible with DHCP and PPPoE but care should be taken when configuring a cluster that includes a
FortiGate interface configured to get its IP address with DHCP or PPPoE. Fortinet recommends that you turn on
DHCP or PPPoE addressing for an interface after the cluster has been configured. See DHCP and PPPoE
compatability on page 216.

Some third-party network equipment may prevent HA heartbeat communication, resulting in a failure of the cluster
or the creation of a split brain scenario. For example, some switches use packets with the same Ethertype as HA
heartbeat packets use for internal functions and when used for HA heartbeat communication the switch generates
CRC errors and the packets are not forwarded. See Heartbeat packet Ethertypes on page 343.

Very busy clusters may not be able to send HA heartbeat packets quickly enough, also resulting in a split brain
scenario. You may be able to resolve this problem by modifying HA heartbeat timing. See Modifying heartbeat
timing on page 344.

Very busy clusters may suffer performance reductions if session pickup is enabled. If possible you can disable this
feature to improve performance. If you require session pickup for your cluster, several options are available for
improving session pickup performance. See Improving session synchronization performance on page 1.

If it takes longer than expected for a cluster to failover you can try changing how the primary unit sends gratuitous
ARP packets. See Changing how the primary unit sends gratuitous ARP packets after a failover on page 347.

When you first put a FortiGate in HA mode you may loose connectivity to the unit. This occurs because HA changes
the MAC addresses of all FortiGate interfaces, including the one that you are connecting to. The cluster MAC
addresses also change if you change some HA settings such as the cluster group ID. The connection will be
restored in a short time as your network and PC updates to the new MAC address. To reconnect sooner, you can
update the ARP table of your management PC by deleting the ARP table entry for the FortiGate (or just deleting all
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arp table entries). You may be able to delete the arp table of your management PC from a command prompt using a
command similarto arp -d.

« Since HA changes all cluster unit MAC addresses, if your network uses MAC address filtering you may have to
make configuration changes to account for the HA MAC addresses.

» A network may experience packet loss when two FortiGate HA clusters have been deployed in the same broadcast
domain. Deploying two HA clusters in the same broadcast domain can result in packet loss because of MAC
address conflicts. The packet loss can be diagnosed by pinging from one cluster to the other or by pinging both of
the clusters from a device within the broadcast domain. You can resolve the MAC address conflict by changing the
HA Group ID configuration of the two clusters. The HA Group ID is sometimes also called the Cluster ID. See
Diagnosing packet loss with two FortiGate HA clusters in the same broadcast domain on page 352

o The cluster CLI displays slave is not in sync messages if there is a synchronization problem between the
primary unit and one or more subordinate units. See How to diagnose HA out of sync messages on page 359.

« If you have configured dynamic routing and the new primary unit takes too long to update its routing table after a
failover you can configure graceful restart and also optimize how routing updates are synchronized. See Routing
graceful restart on page 363 and Synchronizing kernel routing tables on page 362.

« Some switches may not be able to detect that the primary unit has become a subordinate unit and will keep sending
packets to the former primary unit. This can occur after a link failover if the switch does not detect the failure and
does not clear its MAC forwarding table. See Updating MAC forwarding tables when a link failover occurs on page
369.

« Ifalink not directly connected to a cluster unit (for example, between a switch connected to a cluster interface and
the network) fails you can enable remote link failover to maintain communication. See Remote link failover on page
371.

« If you find that some cluster units are not running the same firmware build you can reinstall the correct firmware
build on the cluster to upgrade all cluster units to the same firmware build. See Synchronizing the firmware build
running on a new cluster unit on page 324.
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Virtual clustering

Virtual clustering is an extension of FGCP HA that provides failover protection between two instances of one or more
VDOM s operating on two FortiGates in a virtual cluster.

A standard virtual cluster consists of up to four FortiGates operating in active-passive HA mode with multiple VDOMS
enabled.

Active-passive virtual clustering uses VDOM partitioning to send traffic for some VDOMs to the primary FortiGate and
traffic for other VDOMSs to the backup FortiGate(s). Traffic distribution between both FortiGates can potentially improve
throughput. If a failure occurs and only one FortiGate continues to operate, all traffic fails over to that FortiGate, similar to
normal HA. If the failed FortiGates rejoin the cluster, the configured traffic distribution is restored.

Active-active HA with multiple VDOMs operates just the same as standard FGCP active-active HA, distributing traffic to
all of the FortiGates in the cluster using FGCP load balancing. Active-active HA with multiple VDOMs does not support
VDOM partitioning.

In an active-passive virtual cluster of two FortiGates, the primary and backup FortiGates share traffic processing
according to the VDOM partitioning configuration. If you add a third or fourth FortiGate, the primary and first backup
FortiGate process all traffic and the other one or two FortiGates operate in standby mode. If the primary or first backup
FortiGate fails, one of the other FortiGates becomes the new primary or backup FortiGate and begins processing traffic.

The figure below shows an example virtual cluster configuration consisting of two FortiGates. The virtual cluster has two
VDOMs, root and Eng_vdm.
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Example virtual cluster

Internal ﬁ ] Engineering
Network ‘ — - Network

Port 2 Port 5 Port 5 Port 2
FGT_ha_l IFEM”ET - .. ... 3 \l i}vmﬁmzr ———— ... ... D ‘I FGT_ha_2
Port 1 Port 6 Port 6 Port 1

Switch

root Traffic

Eng_vdm Traffic

The root VDOM includes the port1 and port2 interfaces. The Eng_vdm VDOM includes the port5 and port6 interfaces.
The port3 and port4 interfaces (not shown in the diagram) are the HA heartbeat interfaces.

NP If you don't want active-passive virtual clustering to distribute traffic between
‘Q' FortiGates, you can configure VDOM partitioning to send traffic for all VDOMs to the
- primary unit. The result is the same as standard active-passive FCGP HA, all traffic

is processed by the primary FortiGate.

Separation of VDOM traffic

Virtual clustering creates a cluster between instances of each VDOM on the two FortiGates in the virtual cluster. All
traffic to and from a given VDOM is sent to one of the FortiGates where it stays within its VDOM and is only processed by
that VDOM. One FortiGate is the primary FortiGate for each VDOM and one FortiGate is the backup FortiGate for each
VDOM. The primary FortiGate processes all traffic for its VDOMs. The backup FortiGate processes all traffic for its
VDOMs.
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Virtual clustering and heartbeat interfaces

The HA heartbeat provides the same HA services in a virtual clustering configuration as in a standard HA configuration.
One set of HA heartbeat interfaces provides HA heartbeat services for all of the VDOMs in the cluster. You do not have
to add a heartbeat interface for each VDOM.

Virtual clustering and load balancing

There are two ways to configure load balancing for virtual clustering. The first is to set the HA mode to active-active. The
second is to configure VDOM partitioning. For virtual clustering, setting the HA Mode to active-active has the same result
as active-active HA for a cluster without virtual domains. The primary FortiGate receives all sessions and load balances
them among the cluster units according to the load balancing schedule. All cluster units process traffic for all virtual
domains.

In an active-passive virtual clustering configuration, you can configure a form of load balancing by using VDOM
partitioning to distribute traffic between the primary and backup FortiGates. While a cluster is operating, you can change
the VDOM partitioning configuration to change the distribution of traffic between the cluster units. For example, if you
have two VDOMs with high traffic volume you can set up VDOM partitioning so that different FortiGates process the
traffic for each high-volume VDOM. If over time traffic patterns change you can dynamically re-adjust VDOM partitioning
to optimize traffic throughput. VDOM partitioning can be changed at any time with only minor traffic disruptions.

Configuration

Configuring virtual clustering is the same as configuring standard FCGP HA with the addition of VDOM partitioning.
Using VDOM partitioning you can control the distribution of VDOMs, and the traffic they process, between the FortiGates
in the cluster.

VDOM partitioning can be thought of in two parts. First there is configuring the distribution of VDOMs between two virtual
clusters. By default, all VDOMS are in virtual cluster 1 and virtual cluster 1 is associated with the primary FortiGate. In
this configuration, the primary FortiGate processes all traffic. If you want traffic to be processed by the backup FortiGate,
you need to enable virtual cluster 2, move some of the VDOMs to it, and associate virtual cluster 2 with the backup

FortiGate.
s‘ ! ', Since there are only two virtual clusters, even in a virtual clustering configuration of
? three or four FortiGates only two of the FortiGates process traffic. The third and
- fourth FortiGates operate in standby mode and process traffic after a failover.

By default, all VDOMS are in virtual cluster 1 and the primary FortiGate processes all traffic.

You associate a virtual cluster with a FortiGate using priorities. The FortiGate with the highest device priority is
associated with virtual cluster 1. To associate a FortiGate with virtual cluster 2 you must enable virtual cluster 2 and set
the virtual cluster 2 device priority. The FortiGate with the highest virtual cluster 2 device priority processes traffic for the
VDOMs added to virtual cluster 2. (Reminder: device priorities are not synchronized.)

If both FortiGates have the same device priority, virtual cluster 1 is associated with the primary FortiGate. If both
FortiGates have the same virtual cluster 2 device priority, virtual cluster 2 is associated with the primary FortiGate.
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The VDOM that is assigned as the management VDOM can also only be associated

\‘é’, The root VDOM can only be associated with virtual cluster 1.
= with virtual cluster 1.

Virtual clustering and the override setting

Enabling virtual cluster 2 also turns on the HA override setting. Enabling override is required for virtual clustering to
function as configured. Enabling override causes the cluster to negotiate every time a failure occurs. If override is not
enabled, the cluster will not negotiate after all failures. While more frequent negotiation may cause more minor traffic
disruptions, with virtual clustering its more important to negotiate after any failure to make sure the correct traffic flows
are maintained.

Example virtual clustering configuration

For example, consider a configuration that includes four VDOMSs: root, Engineering, Marketing, and Finance. You can
use the following configuration to send root and Engineering traffic to the primary FortiGate and Marketing and Finance
traffic to the backup FortiGate.

First, on the primary FortiGate:

» Setthe device priority to 200

o Enable virtual cluster 2 (vcluster2)

o Set the virtual cluster 2 device priority (secondary-vcluster) to 50

+ Add the Marketing and Finance VDOMs to virtual cluster 2 (secondary-vcluster)

NP When you enable multiple VDOMSs, virtual cluster 2 is enabled by default. Even
‘9' so the command to enable virtual cluster 2 is included in this example in case for
- some reason it has been disabled. Enabling virtual cluster 2 also enables
- override.

config global
config system ha
set mode a-p
set group-name mygroup
set password <password>
set priority 200
set vcluster2 enable
config secondary-vcluster
set vdom Marketing Finance
set priority 50
end
end

Then on the backup FortiGate:

» Set the device priority to 50 (lower than the primary FortiGate)

o Enable virtual cluster 2 (vcluster2)

» Set the virtual cluster 2 device priority (secondary-vcluster) to 200 (higher than the primary FortiGate).
config global

config system ha
set mode a-p
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set group-name mygroup
set password <password>
set priority 50
set vcluster2 enable
config secondary-vcluster
set priority 200

end

end

Since the primary FortiGate has the highest device priority, the primary unit
processes all traffic for the VDOM s in virtual cluster 1. Since the backup
N - ’, FortiGate has the highest virtual cluster 2 device priority, the backup FortiGate
q processes all traffic for the VDOMs in virtual cluster 2. The primary FortiGate
- configuration adds the VDOMs to virtual cluster 2. All you have to configure on
the backup FortiGate for virtual cluster 2 is the virtual cluster 2 (or secondary-
vcluster) device priority.

Adding a third FortiGate to the virtual cluster

You can add a third FortiGate to the virtual cluster and configure it so that if the primary FortiGate fails, the third FortiGate
becomes the new primary FortiGate or if the backup FortiGate fails, the third FortiGate becomes the new backup
FortiGate.

On the third FortiGate:

» Set the device priority to 150 (lower than the primary FortiGate but higher than the backup FortiGate)
o Enable virtual cluster 2 (vcluster2)

« Set the virtual cluster 2 device priority (secondary-vcluster) to 100 (higher than the primary FortiGate but lower than
the backup FortiGate)
config global
config system ha
set mode a-p
set group-name mygroup
set password <password>
set priority 150
set vcluster2 enable
config secondary-vcluster
set priority 100
end
end

Adding a fourth FortiGate to the virtual cluster

You can add a fourth FortiGate to the virtual cluster and configure it so that:
« Ifthe primary FortiGate fails, the third FortiGate becomes the new primary FortiGate, the backup FortiGate
continues to operate as the backup FortiGate.
« Ifthe backup FortiGate fails, the fourth FortiGate becomes the new backup FortiGate.

« If both the primary and backup FortiGates fail, the third FortiGate becomes the primary FortiGate and the fourth
FortiGate becomes the backup FortiGate.

On the fourth FortiGate:
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» Set the device priority to 100 (lower than the primary and third FortiGate but higher than the backup FortiGate)
« Enable virtual cluster 2 (vcluster2)

» Set the virtual cluster 2 device priority (secondary-vcluster) to 150 (higher than the primary FortiGate and the third
FortiGate but lower than the backup FortiGate)

config global

config system ha
set mode a-p
set group-name mygroup
set password <password>
set priority 100
set vcluster2 enable
config secondary-vcluster

set priority 150

end

end

Virtual clustering with four FortiGates recommended configuration

As described in the previous sections, here is a recommended device priority configuration for a virtual cluster consisting
of four FortiGates. Other configurations are also supported depending on how you want the virtual cluster to respond to a
failure.

FortiGate Device Priority Virtual Cluster 2 Device Priority
Primary 200 50

Backup 50 100

Third 150 200

Fourth 100 150

Virtual clustering GUI configuration

From the GUI, you configure virtual clustering from the Global menu by going to System > HA setting the Mode to
Active-Passive and enabling VDOM Partitioning.
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Example primary FortiGate virtual clustering configuration

Mode Active-Passive -

Device priority @ | 200

Cluster Settings
Group name My-vcluster
Password srseneen Change

Session pickup (B

Monitor interfaces ™ wanl x
+
Heartbeat interfaces | ® land %
™ lan5 x
+

Heartbeat Interface Priority €

land J 200
lan5 J 100

B Management Interface Reservation

& VDOM Partitioning

Virtual cluster 1 &y root

& Engineering x

+
Virtual cluster 2 | & Finance x
& Marketing x

Virtual clustering examples

See the following cookbook recipes for a virtual clustering configuration example. This example shows how to setup a
virtual cluster of two FortiGates and then how to add a third and fourth FortiGate to the virtual cluster configuration.
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o FGCP virtual clustering with two FortiGates
o FGCP virtual clustering with four FortiGates

Inter-VDOM links and virtual clustering

In a virtual domain configuration you can use inter-VDOM links to route traffic between two virtual domains operating in a

single FortiGate without using physical interfaces. Adding an inter-VDOM link has the affect of adding two interfaces to
the FortiGate and routing traffic between the virtual domains using the inter-VDOM link interfaces.

In a virtual clustering configuration inter-VDOM links can only be made between virtual domains that are in the same
virtual cluster. So, if you are planning on configuring inter-VDOM links in a virtual clustering configuration, you should
make sure the virtual domains that you want to link are in the same virtual cluster.

For example, the following tables show an example virtual clustering configuration where each virtual cluster contains
four virtual domains. In this configuration you can configure inter-VDOM links between root and vdom_1 and between
vdom_2 and vdom_3. But, you cannot configure inter-VDOM links between root and vdom_2 or between vdom_1 and
vdom_3 (and so on).

Hostname
Virtual Domains FortiGate_A FortiGate_B
root Priority Priority
200 100
vdom_1 Role Role
Primary Subordinate
Hostname
Virtual Domains FortiGate A FortiGate_B
vdom_2 Priority Priority
100 200
vdom_3 Role Role
Subordinate Primary

Configuring inter-VDOM links in a virtual clustering configuration

FortiOS Handbook

Configuring inter-VDOM links in a virtual clustering configuration is very similar to configuring inter-VDOM links for a
standalone FortiGate. The main difference the config system vdom-1ink command includes the vcluster
keyword. The default setting for vclusteris vclusterl. So you only have to use the vcluster keyword if you are
added an inter-VDOM link to virtual cluster 2.
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To add an inter-VDOM link to virtual cluster 1

This procedure describes how to create an inter-VDOM link to virtual cluster 1 that results in a link between the root and
vdom_1 virtual domains.

Al
S L4
? Inter-VDOM links are also called internal point-to-point interfaces.

1. Add aninter-VDOM link called vc11ink.
config global
config system vdom-link
edit vcllink
end
Adding the inter-VDOM link also adds two interfaces. In this example, these interfaces are called vc11ink0 and
vcllinkl. These interfaces appearin all CLI and GUI interface lists. These interfaces can only be added to virtual
domains in virtual cluster 1.

2. Bindthe vc11inkO interface to the root virtual domain and bind the vc11ink1 interface to the vdom_1 virtual
domain.
config system interface
edit vcllinkO
set vdom root
next
edit vcllinkl
set vdom vdom 1
end

To add an inter-VDOM link to virtual cluster 2

This procedure describes how to create an inter-VDOM link to virtual cluster 2 that results in a link between the vdom_2
and vdom_3 virtual domains.

1. Add aninter-VDOM link called vc21ink.
config global
config system vdom-link
edit vc2link
set vcluster vcluster2

end
Adding the inter-VDOM link also adds two interfaces. In this example, these interfaces are called vc21ink0 and
vc21linkl. These interfaces appearin all CLI and GUI interface lists. These interfaces can only be added to virtual
domains in virtual cluster 2.

2. Bind the vc21ink0 interface to the vdom_2 virtual domain and bind the vc21ink1 interface to the vdom_3 virtual
domain.
config system interface
edit vc21link0
set vdom vdom 2
next
edit vc2linkl
set vdom vdom 3
end
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Troubleshooting virtual clustering

Troubleshooting virtual clusters is similar to troubleshooting any cluster (see FGCP HA examples on page 231). This
section describes a few testing and troubleshooting techniques for virtual clustering.

To test the VDOM partitioning configuration

You can do the following to confirm that traffic for different VDOMs will be distributed among both FortiGates in the virtual
cluster. These steps assume the cluster is otherwise operating correctly.

1. Loginto the GUI or CLI using the IP addresses of interfaces in each VDOM.

Confirm that you have logged into the FortiGate that should be processing traffic for that VDOM by checking the
HTML title displayed by your web browser or the CLI prompt. Both of these should include the host name of the
cluster unit that you have logged into. Also on the system Dashboard, the System Information widget displays the
serial number of the FortiGate that you logged into. From the CLI the get system status command displays the
status of the cluster unit that you logged into.
2. To verify that the correct cluster unit is processing traffic fora VDOM:

« Add security policies to the VDOM that allow communication between the interfaces in the VDOM.

« Optionally enable traffic logging and other monitoring for that VDOM and these security policies.

« Start communication sessions that pass traffic through the VDOM.

« Loginto the GUI and go to System > HA. Verify that the statistics display shows more active sessions, total
packets, network utilization, and total bytes for the unit that should be processing all traffic for the VDOM.

« Optionally check traffic logging and the Top Sessions Widget for the FortiGate that should be processing traffic
for that VDOM to verify that the traffic is being processed by this FortiGate.
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Full mesh HA

When you connect two or more FortiGates to a network in an HA cluster the reliability of the network is improved
because the HA cluster replaces a single FortiGate as a single point of failure. With a cluster, a single FortiGate is
replaced by a cluster of two or more FortiGates.

However, even with a cluster, potential single points of failure remain. The interfaces of each cluster unit connectto a
single switch and that switch provides a single connection to the network. If the switch fails or if the connection between
the switch and the network fails service is interrupted to that network.

The HA cluster does improve the reliability of the network because switches are not as complex components as
FortiGates, so are less likely to fail. However, for even greater reliability, a configuration is required that includes
redundant connections between the cluster the networks that it is connected to.

FortiGate models that support 802.3ad Aggregate or Redundant interfaces can be used to create a cluster configuration
called full mesh HA. Full mesh HA is a method of reducing the number of single points of failure on a network that
includes an HA cluster.

This redundant configuration can be achieved using FortiGate 802.3ad Aggregate or Redundant interfaces and a full
mesh HA configuration. In a full mesh HA configuration, you connect an HA cluster consisting of two or more FortiGates
to the network using 802.3ad Aggregate or Redundant interfaces and redundant switches. Each 802.3ad Aggregate or
Redundant interface is connected to two switches and both of these switches are connected to the network. In addition
you must set up an IEEE 802.1Q (also called Dot1Q) or ISL link between the redundant switches connected to the
Aggregate or Redundant interfaces.

The resulting full mesh configuration, an example is shown below, includes redundant connections between all network
components. If any single component or any single connection fails, traffic automatically switches to the redundant
component and connection and traffic flow resumes.
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Single points of failure in a standalone and HA network configuration

FortiGate Router
5 | B — e wm | g
Standalone FortiGate unit Internal Network
single points of failure ‘ 10.11.101.0

X ..
— (X

Port 2 Port 2
Port 3 Port 3
FGT_ha_l Il.:z:: rrrrrr I || Ir:; nnnnnn e ‘I FGT_ha_2
Port 4 Port 4
Port 1 Port 1
LXK

Switch

Full mesh HA and redundant heartbeat interfaces

A full mesh HA configuration also includes redundant HA heartbeat interfaces. At least two heartbeat interfaces should
be selected in the HA configuration and both sets of HA heartbeat interfaces should be connected. The HA heartbeat
interfaces do not have to be configured as redundant interfaces because the FGCP handles failover between heartbeat
interfaces.

Full mesh HA, redundant interfaces and 802.3ad aggregate interfaces

Full mesh HA is supported for both redundant interfaces and 802.3ad aggregate interfaces. In most cases you would
simply use redundant interfaces. However, if your switches support 802.3ad aggregate interfaces and split multi-trunking
you can use aggregate interfaces in place of redundant interfaces for full mesh HA. One advantage of using aggregate
interfaces is that all of the physical interfaces in the aggregate interface can send and receive packets. As a result, using
aggregate interfaces may increase the bandwidth capacity of the cluster.

Usually redundant and aggregate interfaces consist of two physical interfaces. However, you can add more than two
physical interfaces to a redundant or aggregate interface. Adding more interfaces can increase redundancy protection.
Adding more interfaces can also increase bandwidth capacity if you are using 802.3ad aggregate interfaces.
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Full mesh HA example

The following figure shows a full mesh HA configuration with a cluster of two FortiGates. This section describes the
FortiGate configuration settings and network components required for a full mesh HA configuration. This section also
contains example steps for setting up this full mesh HA configuration. The procedures in this section describe one of
many possible sequences of steps for configuring full mesh HA. As you become more experienced with FortiOS, HA,
and full mesh HA you may choose to use a different sequence of configuration steps.

Full Mesh HA configuration
]
Internal Network ‘ k
10.11.101.0 =

sw3| o) L — — o) T |swa

Redundant interface
Port3 and Port4
10.11.101.100

Redundant interface
Port3 and Port4
10.11.101.100

FGT ha 1 T e o HA T ammm . .. FGT ha 2
Redundant interface Port 6 Port 6 Redundant interface
Portl and Port2 Portl and Port2
172.20.120.141 172.20.120.141
SW1| Qo) ..I....f??? I— 0210 —|\ *hl T \|5W2

Router !

172.20.120.2

For simplicity these procedures assume that you are starting with two new FortiGates set to the factory default
configuration. However, starting from the default configuration is not a requirement for a successful HA deployment.
FortiGate HA is flexible enough to support a successful configuration from many different starting points.

These procedures describe how to configure a cluster operating in NAT mode because NAT is the default FortiGate
operating mode. However, the steps are the same if the cluster operates in transparent mode. You can either switch the
cluster units to operate in transparent mode before beginning these procedures, or you can switch the cluster to operate
in transparent mode after HA is configured and the cluster is connected and operating.
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Full mesh HA configuration

The two FortiGates (FGT_ha_1 and FGT_ha_2) can be operating in NAT or transparent mode. Aside from the standard
HA settings, the FortiGate configuration includes the following:

» The port5 and port6 interfaces configured as heartbeat interfaces. A full mesh HA configuration also includes
redundant HA heartbeat interfaces.

« The port1 and port2 interfaces added to a redundant interface. Port1 is the active physical interface in this
redundant interface. To make the port1 interface the active physical interface it should appear above the port2
interface in the redundant interface configuration.

« The port3 and port4 interfaces added to a redundant interface. Port3 is the active physical interface in this
redundant interface. To make the port3 interface the active physical interface it should appear above the port4
interface in the redundant interface configuration.

Full mesh switch configuration

The following redundant switch configuration is required:
» Two redundant switches (Sw3 and Sw4) connected to the internal network. Establish an 802.1Q (Dot1Q) or
interswitch-link (ISL) connection between them.

» Two redundant switches (Sw1 and Sw2) connected to the internet. Establish an 802.1Q (Dot1Q) or interswitch-link
(ISL) connection between them.

Full mesh network connections

Make the following physical network connections for FGT_ha_1:

» Port1 to Sw1 (active)
o Port2 to Sw2 (inactive)
o Port3 to Sw3 (active)
» Port4 to Sw4 (inactive)

Make the following physical network connections for FGT_ha_2:

o Port1 to Sw2 (active)
o Port2 to Sw1 (inactive)
o Port3 to Sw4 (active)
o Port4 to Sw3 (inactive)

How packets travel from the internal network through the full mesh cluster and to the
internet

If the cluster is operating in active-passive mode and FGT_ha_2 is the primary unit, all packets take the following path
from the internal network to the internet:

1. From the internal network to Sw4. Sw4 is the active connection to FGT_ha_2; which is the primary unit. The primary
unit receives all packets.

2. From Sw4 to the FGT_ha_2 port3 interface. Active connection between Sw4 and FGT_ha_2. Port3 is the active
member of the redundant interface.

FortiOS Handbook Fortinet Technologies Inc.



High availability

294

3. From FGT_ha_2 port3 to FGT_ha_2 port1. Active connection between FGT_ha_2 and Sw2. Port1 is the active

member of the redundant interface.
4. From Sw2 to the external router and the internet.

Configuring full-mesh HA - GUI

Each cluster unit must have the same HA configuration.

To configure the FortiGates for HA operation

1. Register and apply licenses to the FortiGate.

Licenses

@ FortiCare Support @ IPS

@ AntiVirus & Web Filtering
@ Anti-Spam Filtering JC YT AN ENETE
FortiClient 0/10 FortiToken 0/2

2. Onthe System Information dashboard widget, beside Host Name select Change.

3. Enter a new Host Name for this FortiGate.

New Name FGT _ha_1

4. Go toSystem > HA and change the following settings.

Mode Active-Active
Group Name Rexample1.com
Password RHA pass_1

Heartbeat Interface

Enable Priority
port5 Select 50
port6 Select 50
5. Select OK.
FortiOS Handbook
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The FortiGate negotiates to establish an HA cluster. When you select OK you may temporarily lose connectivity with
the FortiGate as the HA cluster negotiates and the FGCP changes the MAC address of the FortiGate interfaces.
The MAC addresses of the FortiGate interfaces change to the following virtual MAC addresses:

port1 interface virtual MAC:
port10 interface virtual MAC
port11 interface virtual MAC
port12 interface virtual MAC
port13 interface virtual MAC
port14 interface virtual MAC
port15 interface virtual MAC
port16 interface virtual MAC
port17 interface virtual MAC
port18 interface virtual MAC
port19 interface virtual MAC
port2 interface virtual MAC:
port20 interface virtual MAC
port3 interface virtual MAC:
port4 interface virtual MAC:
port5 interface virtual MAC:
port6 interface virtual MAC:
port? interface virtual MAC:
port8 interface virtual MAC:
port9 interface virtual MAC:

00-09-0£-09-00-00
:00-09-0£-09-00-01
:00-09-0£-09-00-02
:00-09-0£-09-00-03
:00-09-0£-09-00-04
:00-09-0£-09-00-05
:00-09-0£-09-00-06
:00-09-0£-09-00-07
:00-09-0£-09-00-08
:00-09-0£-09-00-09
:00-09-0£-09-00-0a
00-09-0£-09-00-0Db
:00-09-0£-09-00-0c
00-09-0£-09-00-0d
00-09-0£-09-00-0e
00-09-0£-09-00-0£
00-09-0£-09-00-10
00-09-0£-09-00-11
00-09-0£-09-00-12
00-09-0£-09-00-13

To be able to reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table
entry for the FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your

management PC from a command prompt using a command similarto arp -d.

You can use the get hardware nic(ordiagnose hardware deviceinfo nic)CLIcommand to view the
virtual MAC address of any FortiGate interface. For example, use the following command to view the port1 interface
virtual MAC address (Current HWaddr)and the port1 permanent MAC address (Permanent HWaddr):

get

MAC:
Permanent HWaddr:

hardware nic portl

00:09:0£:09:00:00

6. Power off the first FortiGate.
7. Repeat these steps for the second FortiGate.

02:09:0f:78:18:c9

Set the second FortiGate host name to:

New Name
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To connect the cluster to your network

1. Make the following physical network connections for FGT_ha_1:
« Port1 to Sw1 (active)
« Port2 to Sw2 (inactive)
« Port3 to Sw3 (active)
o Port4 to Sw4 (inactive)
2. Make the following physical network connections for FGT_ha_2:
« Port1 to Sw2 (active)
« Port2 to Sw1 (inactive)
« Port3 to Sw4 (active)
o Port4 to Sw3 (inactive)
Connect Sw3 and Sw4 to the internal network.
Connect Sw1 and Sw2 to the external router.
Enable 802.1Q (Dot1Q) or ISL communication between Sw1 and Sw2 and between Sw3 and Sw4.
Power on the cluster units.

IS

The units start and negotiate to choose the primary unit and the subordinate unit. This negotiation occurs with no
user intervention.

When negotiation is complete the cluster is ready to be configured for your network.

To view cluster status

Use the following steps to view the cluster dashboard and cluster members list to confirm that the cluster units are
operating as a cluster.
1. View the system dashboard.

The System Information dashboard widget shows the Cluster Name (Rexample1.com) and the host names and
serial numbers of the Cluster Members. The Unit Operation widget shows multiple cluster units.

2. Goto System > HA to view the cluster members list.

The list shows two cluster units, their host names, their roles in the cluster, and their priorities. You can use this list
to confirm that the cluster is operating normally.

To troubleshoot the cluster configuration

If the cluster members list and the dashboard does not display information for both cluster units the FortiGates are not
functioning as a cluster. See Full mesh HA example on page 292 to troubleshoot the cluster.

To add basic configuration settings and the redundant interfaces

Use the following steps to add a few basic configuration settings.

Log into the cluster GUI.

Go to System > Administrators.

Edit admin and select Change Password.

Enter and confirm a new password.

Select OK.

Go to Network > Static Routes and temporarily delete the default route.

AU
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You cannot add an interface to a redundant interface if any settings (such as the default route) are configured for it.

7. Goto Network > Interfaces and select Create New > Interface and configure the redundant interface to connect
to the internet.

Name Port1_Port2
Type Redundant

Physical Interface Members

Selected Interfaces port1, port2
IP/Netmask 172.20.120.141/24
8. Select OK.

9. Select Create New and configure the redundant interface to connect to the internal network.

Name Port3_Port4
Type Redundant

Physical Interface Members

Selected Interfaces port3, port4

IP/Netmask 10.11.101.100/24

Administrative Access HTTPS, PING, SSH
10. Select OK.

The virtual MAC addresses of the FortiGate interfaces change to the following. Notice that port1 and port2 both
have the port1 virtual MAC address and port3 and port4 both have the port3 virtual MAC address:

« port1 interface virtual MAC: 00-09-0£-09-00-00

» port10 interface virtual MAC: 00-09-0£f-09-00-01

« port11 interface virtual MAC: 00-09-0£-09-00-02

« port12interface virtual MAC: 00-09-0£-09-00-03

« port13interface virtual MAC: 00-09-0£f-09-00-04

« port14 interface virtual MAC: 00-09-0£-09-00-05

o port15 interface virtual MAC: 00-09-0£f-09-00-06

e port16 interface virtual MAC: 00-09-0£-09-00-07

e port17 interface virtual MAC: 00-09-0£-09-00-08

» port18interface virtual MAC: 00-09-0£-09-00-09

« port19 interface virtual MAC: 00-09-0£-09-00-0a

 port2 interface virtual MAC: 00-09-0£-09-00-00 (same as port1)
« port20 interface virtual MAC: 00-09-0£-09-00-0c

« port3 interface virtual MAC: 00-09-0£-09-00-0d

» port4 interface virtual MAC: 00-09-0£f-09-00-0d (same as port3)
« port5 interface virtual MAC: 00-09-0f-09-00-0f

« port6 interface virtual MAC: 00-09-0£-09-00-10

« port7 interface virtual MAC: 00-09-0f-09-00-11
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1.
12

13.

e port8 interface virtual MAC: 00-09-0£f-09-00-12
« port9 interface virtual MAC: 00-09-0£f-09-00-13
Go to Router > Static > Static Routes.

Add the default route.
Destination IP/Mask 0.0.0.0/0.0.0.0
Gateway 172.20.120.2
Device Port1_Port2
Distance 10

Select OK.

To configure HA port monitoring for the redundant interfaces

1
2
3.
4

Go to System > HA.

In the cluster members list, edit the primary unit.

Enable interface monitoring the Port1_Port2 and the Port3_Port4 interfaces
Select OK.

Configuring full mesh HA - CLI

298

Each cluster must have the same HA configuration. Use the following procedure to configure the FortiGates for HA
operation.

To configure the FortiGates for HA operation

1.
2,

Register and apply licenses to the FortiGate.

Enter a new Host Name for this FortiGate.
config system global

set hostname FGT_ha 1
end

Configure HA settings.
config system ha
set mode a-a
set group-name Rexamplel.com
set password RHA pass 1
set hbdev port5 50 porté6 50
end

The FortiGate negotiates to establish an HA cluster. When you select OK you may temporarily lose connectivity with
the FortiGate as the HA cluster negotiates and the FGCP changes the MAC address of the FortiGate interfaces.
The MAC addresses of the FortiGate interfaces change to the following virtual MAC addresses:

« port1 interface virtual MAC: 00-09-0£-09-00-00

o port10 interface virtual MAC: 00-09-0£f-09-00-01
e port11 interface virtual MAC: 00-09-0£-09-00-02
« port12interface virtual MAC: 00-09-0£-09-00-03
» port13interface virtual MAC: 00-09-0£f-09-00-04
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e port14 interface virtual MAC: 00-09-0£-09-00-05
« port15interface virtual MAC: 00-09-0£-09-00-06
» port16 interface virtual MAC: 00-09-0£f-09-00-07
« port17 interface virtual MAC: 00-09-0£-09-00-08
« port18interface virtual MAC: 00-09-0£-09-00-09
« port19interface virtual MAC: 00-09-0£-09-00-0a

« port2 interface virtual MAC:

00-09-0£-09-00-0b

o port20 interface virtual MAC: 00-09-0£f-09-00-0c

« port3 interface virtual MAC:
« port4 interface virtual MAC:
 port5 interface virtual MAC:
« port6 interface virtual MAC:
« port7 interface virtual MAC:
« port8 interface virtual MAC:
« port9 interface virtual MAC:

00-09-0£-09-00-0d
00-09-0£-09-00-0e
00-09-0£-09-00-0f
00-09-0£-09-00-10
00-09-0£-09-00-11
00-09-0£-09-00-12
00-09-0£-09-00-13
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To be able to reconnect sooner, you can update the ARP table of your management PC by deleting the ARP table
entry for the FortiGate (or just deleting all arp table entries). You may be able to delete the arp table of your

management PC from a command prompt using a command similarto arp -d.

You canuse the get hardware nic(ordiagnose hardware deviceinfo nic)CLIcommand to view the
virtual MAC address of any FortiGate interface. For example, use the following command to view the port1 interface
virtual MAC address (Current HWaddr) and the port1 permanent MAC address (Permanent HWaddr):

get hardware nic portl

MAC: 00:09:0£:09:00:00

Permanent HWaddr: 02:09:0£:78:18:c9

4. Power off the first FortiGate.

5. Repeat these steps for the second FortiGate.

Set the other FortiGate host name to:

config system global
set hostname FGT ha 2
end

To connect the cluster to your network

1. Make the following physical network connections for FGT_ha_1:

» Port1to Sw1 (active)
e Port2 to Sw2 (inactive)
« Port3 to Sw3 (active)
« Port4 to Sw4 (inactive)

2. Make the following physical network connections for FGT_ha_2:

o Port1to Sw2 (active)
e Port2 to Sw1 (inactive)
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e Port3 to Sw4 (active)
« Port4 to Swa3 (inactive)
Connect Sw3 and Sw4 to the internal network.
Connect Sw1 and Sw2 to the external router.
Enable 802.1Q (Dot1Q) or ISL communication between Sw1 and Sw2 and between Sw3 and Sw4.
Power on the cluster units.

A

The units start and negotiate to choose the primary unit and the subordinate unit. This negotiation occurs with no
user intervention.

When negotiation is complete the cluster is ready to be configured for your network.

To view cluster status

Use the following steps to view cluster status from the CLI.

1. Loginto the CLI.
2. Enterget system status to verify the HA status of the cluster unit that you logged into.

If the command outputincludes Current HA mode: a-a, master, the cluster units are operating as a cluster

and you have connected to the primary unit.

If the command outputincludes Current HA mode: a-a, backup, you have connected to a subordinate unit.

If the command output includes Current HA mode: standalone the cluster unitis not operating in HA mode.
3. Enter the following command to confirm the HA configuration of the cluster:

get system ha status

HA Health Status: OK

Model: FortiGate-XXXX

Mode: HA A-P

Group: 0

Debug: 0

Cluster Uptime: 7 days 00:30:26

You can use this command to confirm that the cluster is healthy and operating normally, some information about the
cluster configuration, and information about how long the cluster has been operating. Information not shown in this
example includes how the primary unit was selected, configuration synchronization status, usage stats for each
cluster unit, heartbeat status, and the relative priorities of the cluster units.

4. Usethe execute ha manage command to connect to the other cluster unit’'s CLI and use these commands to
verify cluster status.

To troubleshoot the cluster configuration

If the cluster members list and the dashboard does not display information for both cluster units the FortiGates are not
functioning as a cluster. See Full mesh HA example on page 292 to troubleshoot the cluster.

To add basic configuration settings and the redundant interfaces

Use the following steps to add a few basic configuration settings. Some steps use the CLI and some the GUI.

1. Loginto the cluster CLI.
2. Add a password for the admin administrative account.
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config system admin
edit admin
set password <password str>
end

. Temporarily delete the default route.

You cannot add an interface to a redundant interface if any settings (such as the default route) are configured for it.

config router static
delete 1
end

Go to System > Network > Interface and select Create New to add the redundant interface to connect to the
internet.

. Add the redundant interface to connect to the internet.

config system interface
edit Portl Port2
set type redundant
set member portl port2
end

. Add the redundant interface to connect to the internal network.

config system interface
edit Port3 Portd
set type redundant
set member port3 port4d
end

The virtual MAC addresses of the FortiGate interfaces change to the following. Note that port1 and port2 both have
the port1 virtual MAC address and port3 and port4 both have the port3 virtual MAC address:

e port1 interface virtual MAC: 00-09-0£-09-00-00

o port10 interface virtual MAC: 00-09-0£f-09-00-01

e port11 interface virtual MAC: 00-09-0£-09-00-02

« port12interface virtual MAC: 00-09-0£-09-00-03

» port13interface virtual MAC: 00-09-0£f-09-00-04

« port14 interface virtual MAC: 00-09-0£-09-00-05

« port15interface virtual MAC: 00-09-0£-09-00-06

e port16 interface virtual MAC: 00-09-0£-09-00-07

e port17 interface virtual MAC: 00-09-0£-09-00-08

« port18 interface virtual MAC: 00-09-0£f-09-00-09

« port19 interface virtual MAC: 00-09-0£-09-00-0a

 port2 interface virtual MAC: 00-09-0£-09-00-00 (same as port1)
» port20 interface virtual MAC: 00-09-0£-09-00-0c

 port3 interface virtual MAC: 00-09-0£-09-00-0d

« port4 interface virtual MAC: 00-09-0£-09-00-0d (same as port3)
 port5 interface virtual MAC: 00-09-0f-09-00-0f

« port6 interface virtual MAC: 00-09-0£-09-00-10

o port7 interface virtual MAC: 00-09-0£f-09-00-11

e port8 interface virtual MAC: 00-09-0£f-09-00-12

« port9 interface virtual MAC: 00-09-0£f-09-00-13

7. Goto Router > Static > Static Routes.
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8. Add the default route.

config router static
edit 1
set dst 0.0.0.0 0.0.0.0
set gateway 172.20.120.2
set device Portl Port2
end

To configure HA port monitoring for the redundant interfaces

1. Enter the following command to configure port monitoring for the redundant interfaces:

config system ha
set monitor Portl Port2 Port3 Porté
end

Troubleshooting full mesh HA

Troubleshooting full mesh HA clusters is similar to troubleshooting any cluster (see FGCP HA examples on page 231 or
Virtual clustering on page 280). The configuration and operation of a full mesh HA cluster is very similar to the
configuration and operation of a standard cluster. The only differences relate to the configuration, connection, and
operation of the redundant interfaces and redundant switches.

« Make sure the redundant interfaces and switches are connected correctly. With so many connections it is possible
to make mistakes or for cables to become disconnected.

« Confirm that the configuration of the cluster unit 802.3ad Aggregate or Redundant interfaces is correct according to
the configuration procedures in this chapter.

» In some configurations with some switch hardware, MAC-learning delays on the inter-switch links on the
surrounding topologies may occur. The delays occur if the gratuitous ARP packets sent by the cluster after a failover
are delayed by the switches before being sent across the inter-switch link. If this happens the surrounding
topologies may be delayed in recognizing the failover and will keep sending packets to the MAC address of the
failed primary unit resulting in lost traffic. Resolving this problem may require changing the configuration of the
switch or replacing them with switch hardware that does not delay the gratuitous ARP packets.
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Operating a cluster

With some exceptions, you can operate a cluster in much the same way as you operate a standalone FortiGate. This
chapter describes those exceptions and also the similarities involved in operating a cluster instead of a standalone
FortiGate.

The configurations of all of the FortiGates in a cluster are synchronized so that the cluster units can simulate a single
FortiGate. Because of this synchronization, you manage the HA cluster instead of managing the individual cluster units.
You manage the cluster by connecting to the GUI using any cluster interface configured for HTTPS or HTTP
administrative access. You can also manage the cluster by connecting to the CLI using any cluster interface configured
for SSH or telnet administrative access.

The cluster GUI dashboard displays the cluster name, the host name and serial number of each cluster member, and
also shows the role of each unit in the cluster. The roles can be primary and secondary (subordinate units). The
dashboard also displays a cluster unit front panel illustration.

You can also go to System > HA to view the cluster members list. This includes status information for each cluster unit.
You can also use the cluster members list for a number of cluster management functions including changing the HA
configuration of an operating cluster, changing the host name and device priority of a subordinate unit, and
disconnecting a cluster unit from a cluster. See Cluster members list on page 321.

You can use log messages to view information about the status of the cluster. See Logging on page 313.

You can use SNMP to manage the cluster by configuring a cluster interface for SNMP administrative access. Using an
SNMP manager you can get cluster configuration information and receive traps. See SNMP on page 316.

You can configure a reserved management interface to manage individual cluster units. You can use this interface to
access the GUI or CLI and to configure SNMP management for individual cluster units. See Out-of-band management
on page 304.

You can manage individual cluster units by using SSH, telnet, or the CLI console on the GUI dashboard to connect to the
CLI of the cluster. From the CLI you can use the execute ha manage command to connect to the CLI of any unit in the
cluster.

You can also manage individual cluster units by using a null-modem cable to connect to any cluster unit CLI. From there
you can use the execute ha manage command to connect to the CLI of each unit in the cluster.

Operating a virtual cluster

Operating and managing a virtual cluster is very similar to managing a standard cluster. Most of the information in this
chapter applies to managing both kinds of clusters. This section describes what is different when managing a virtual
cCluster.

If virtual domains are enabled, the cluster GUI dashboard displays the cluster name and the role of each cluster unitin
virtual cluster 1 and virtual cluster 2.

The configuration and maintenance options that you have when you connect to a virtual cluster GUI or CLI depend on
the virtual domain that you connect to and the administrator account that you use to connect.

If you connect to a cluster as the administrator of a virtual domain, you connect directly to the virtual domain. Since HA
virtual clustering is a global configuration, virtual domain administrators cannot see HA configuration options. However,
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virtual domain administrators see the host name of the cluster unit that they are connecting to on the web browser title
bar or CLI prompt. This host name is the host name of the primary unit for the virtual domain. Also, when viewing log
messages the virtual domain administrator can select to view log messages for either of the cluster units.

If you connect to a virtual cluster as the admin administrator you connect to the global GUI or CLI. Even so, you are
connecting to an interface and to the virtual domain that the interface has been added to. The virtual domain that you
connect to does not make a difference for most configuration and maintenance operations. However, there are a few
exceptions. You connect to the FortiGate that functions as the primary unit for the virtual domain. So the host name
displayed on the web browser title bar and on the CLI is the host name of this primary unit.

Out-of-band management

You can provide direct management access to all cluster units by reserving up to four management interfaces as part of
the HA configuration. Once a management interface is reserved, you can configure a different IP address, administrative
access and other interface settings for each management interface for each cluster unit. Then by connecting these
interfaces of each cluster unit to your network you can manage each cluster unit separately from different IP addresses.
Configuration changes to the reserved management interfaces are not synchronized to other cluster units.

Ay
‘Q' You can also configure and in-band management interface for a cluster unit. See In-band
| management on page 310.

Reserved management interfaces provide direct management access to each cluster unit and give each cluster unita
different identity on your network. This simplifies using external services, such as SNMP, to separately monitor and
manage each cluster unit.

NP The reserved management interfaces are not assigned HA virtual MAC addresses like other
S L4 . . .
q cluster interfaces. Instead the reserved management interfaces retain the permanent
- hardware address of the physical interface unless you change it using the config system

interface command.

Reserved management interfaces and their IP addresses should not be used for managing a cluster using
FortiManager. To correctly manage a FortiGate HA cluster with FortiManager use the IP address of one of the cluster
unit interfaces.

If you enable SNMP administrative access for a reserved management interface you can use SNMP to monitor each
cluster unit using the reserved management interface IP address. To monitor each cluster unit using SNMP, just add the
IP address of each cluster unit’s reserved management interface to the SNMP server configuration. You must also
enable direct management of cluster members in the cluster SNMP configuration.

If you enable HTTPS or HTTP administrative access for the reserved management interfaces you can connect to the
GUI of each cluster unit. Any configuration changes made to any of the cluster units is automatically synchronized to all
cluster units. From the subordinate units the GUI has the same features as the primary unit except that unit-specific
information is displayed for the subordinate unit, for example:

« The Dashboard System Information widget displays the subordinate unit serial number but also displays the
same information about the cluster as the primary unit

o On the Cluster members list (go to System > HA) you can change the HA configuration of the subordinate unit that
you are logged into. For the primary unit and other subordinate units you can change only the host name and device
priority.
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» Log Access displays the logs of the subordinate that you are logged into. You use the HA Cluster list to view the log
messages of other cluster units including the primary unit.

If you enable SSH or TELNET administrative access for the reserved management interfaces you can connect to the CLI
of each cluster unit. The CLI prompt contains the host name of the cluster unit that you have connected to. Any
configuration changes made to any of the cluster units is automatically synchronized to all cluster units. You can also use
the execute ha manage command to connect to other cluster unit CLls.

The reserved management interface is available in NAT and in transparent mode. It is also available if the cluster is
operating with multiple VDOMs. In transparent mode you cannot normally add an IP address to an interface. However,
you can add an IP address to the reserved management interface.

FortiCloud, FortSandbox, and other management services

By default, management services such as SNMP, remote logging, remote authentication and so on use a cluster
interface. As a result, communication from each cluster unit comes from a cluster interface instead of from the interface
of an individual cluster unit and not from the HA reserved management interface.

If you want to use an HA reserved management interface for these management features you must enter the following
command:

config system ha
set ha-direct enable
end

By enabling ha-direct, the following management features will use the HA reserved management interface:

« Remote logging (including syslog, FortiAnalyzer, and FortiCloud).
« SNMP queries and traps.

« Remote authentication and certificate verification.

o Communication with FortiSandbox.

This means that individual cluster units send log messages and communicate with FortiSandbox and so on using their
HA reserved management interface instead of one of the cluster interfaces. This allows you to manage each cluster unit
separately and to separate the management traffic from each cluster unit. This can also be useful if each cluster unitis in
a different location.

If you just want to use HA reserved management interfaces for SNMP remote management you can enable ha-direct
in the SNMP configuration as shown in the following section.

Configuring the reserved management interface and SNMP remote management of
individual cluster units

This example describes how to configure SNMP remote management of individual cluster units using an HA reserved
management interface. The configuration consists of two FortiGate-620B units already operating as a cluster. In the
example, the port8 interface of each cluster unit is connected to the internal network using the switch and configured as
the reserved management interface.
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SNMP remote management of individual cluster units

Internal T SNMP Sever
Network e 10.11.101.20

Vi
Switch
Port2 Port2
FortiGate 10.11.101.100 10.11.101.100 FortiGate
T m Hnmmm ... ... m_
Port8: 10.11.101.101 Portl Portl Port8: 10.11.101.102

........ Switch

Router

Internet

To configure the reserved management interface - GUI

From the GUI you can also configure IPv4 and IPv6 default routes that are only used by the reserved management
interface.

Go to System > HA.

Edit the primary unit.

Select Management Interface Reservation and select port8.
Set Gateway to 10.11.101.2.

SetIPv6 Gateway to 2001:db8:0:2::20

Select OK.

o ahwDd-=

To configure the reserved management interface - CLI

From the CLI you can also configure IPv4 and IPv6 default routes that are only used by the reserved management
interface.

1. Log into the CLI of any cluster unit.

2. Enter the following command to enable the reserved management interface, set port8 as the reserved interface,
and add an IPv4 default route of 10.11.101.2 and an IPv6 default route of 2001:db8:0:2::20 for the reserved
management interface.
config system ha

set ha-mgmt-status enable
config ha-mgmt-interfaces
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edit 1

set interface port8

set gateway 10.11.101.2

set gateway6 2001:db8:0:2::20
end

The reserved management interface default route is not synchronized to other cluster units.

To change the primary unit reserved management interface configuration - GUI

You can change the IP address of the primary unit reserved management interface from the primary unit GUI.
Configuration changes to the reserved management interface are not synchronized to other cluster units.

1.

From a PC on the internal network, browse to http://10.11.101.100 and log into the cluster GUI.
This logs you into the primary unit GUI.

You can identify the primary unit from its serial number or host name that appears on the System Information
dashboard widget.

Go to Network > Interfaces and edit the port8 interface as follows:

Alias primary_reserved

IP/Netmask 10.11.101.101/24

Administrative Access Ping, SSH, HTTPS, SNMP
Select OK.

You can now log into the primary unit GUI by browsing to https://10.11.101.101. You can also log into this primary
unit CLI by using an SSH client to connectto 10.11.101.101.

To change subordinate unit reserved management interface configuration - CLI

At this point you cannot connect to the subordinate unit reserved management interface because it does not have an IP
address. Instead, this procedure describes connecting to the primary unit CLI and using the execute ha manage
command to connect to subordinate unit CLI to change the port8 interface. You can also use a serial connection to the
cluster unit CLI. Configuration changes to the reserved management interface are not synchronized to other cluster
units.

1.

Connect to the primary unit CLI and use the execute ha manage command to connect to a subordinate unit CLI.
You can identify the subordinate unit from is serial number or host name. The host name appears in the CLI prompt.

Enter the following command to change the port8 IP addressto 10.11.101.102 and set management access to
HTTPS, ping, SSH, and SNMP.
config system interface
edit ports8
set ip 10.11.101.102/24
set allowaccess https ping ssh snmp
end
You can now log into the subordinate unit GUI by browsing to https://10.11.101.102. You can also log into this
subordinate unit CLI by using an SSH client to connectto 10.11.101.102.

To configure the cluster for SNMP management using the reserved management interfaces - CLI

This procedure describes how to configure the cluster to allow the SNMP server to get status information from the
primary unit and the subordinate unit. The SNMP configuration is synchronized to all cluster units. To support using the
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reserved management interfaces, you must add at least one HA direct management host to an SNMP community. If your
SNMP configuration includes SNMP users with user names and passwords you must also enable HA direct
management for SNMP users.

1. Enter the following command to add an SNMP community called Community and add a host to the community for
the reserved management interface of each cluster unit. The host includes the IP address of the SNMP server
(10.11.101.20).
config system snmp community

edit 1
set name Community
config hosts
edit 1
set ha-direct enable
set ip 10.11.101.20
end
end

Enabling ha-direct in non-HA environments makes SNMP unusable.

2. Enter the following command to add an SNMP user for the reserved management interface.
config system snmp user
edit 1
set ha-direct enable
set notify-hosts 10.11.101.20
end

Configure other settings as required.

To get CPU, memory, and network usage of each cluster unit using the reserved management IP
addresses

From the command line of an SNMP manager, you can use the following SNMP commands to get CPU, memory and
network usage information for each cluster unit. In the examples, the community name is Communi ty. The commands
use the MIB field names and OIDs listed below.

Enter the following commands to get CPU, memory and network usage information for the primary unit with reserved
management IP address 10.11.101.101 using the MIB fields:

snmpget -v2c -c Community 10.11.101.101 fgHaStatsCpuUsage
snmpget -v2c -c Community 10.11.101.101 fgHaStatsMemUsage
snmpget -v2c -c Community 10.11.101.101 fgHaStatsNetUsage

Enter the following commands to get CPU, memory and network usage information for the primary unit with reserved
management IP address 10.11.101.101 using the OIDs:

snmpget -v2c -c Community 10.11.101.101 1.3.6.1.4.1.12356.101.13.2.1.1.3.
snmpget -v2c -c Community 10.11.101.101 1.3.6.1.4.1.12356.101.13.2.1.1.4.
snmpget -v2c -c¢ Community 10.11.101.101 1.3.6.1.4.1.12356.101.13.2.1.1.5.

= e

Enter the following commands to get CPU, memory and network usage information for the subordinate unit with
reserved management IP address 10.11.101.102 using the MIB fields:

snmpget -v2c -c Community 10.11.101.102 fgHaStatsCpuUsage
snmpget -v2c -c¢ Community 10.11.101.102 fgHaStatsMemUsage
snmpget -v2c -c Community 10.11.101.102 fgHaStatsNetUsage
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Enter the following commands to get CPU, memory and network usage information for the subordinate unit with
reserved management IP address 10.11.101.102 using the OIDs:

snmpget -v2c -c¢ Community 10.11.101.102 1.3.6.1.4.1.12356.101.13.2.1 3.1
snmpget -v2c -c¢ Community 10.11.101.102 1.3.6.1.4.1.12356.101.13.2.1.1.4.1
3.6.1.4. 1 5.1

snmpget -v2c -c Community 10.11.101.102 1. 1.12356.101.13.2.

Adding firewall local-in policies for the dedicated HA management interface

To add local-in polices for the dedicated management interface, enable ha-mgmt-inft-onlyand set intf to any.
Enabling ha-mgmt-int f-only means the local-in policy applies only to the VDOM that contains the dedicated HA
management interface. For example:

config firewall local-in-policy
edit O
set ha-mgmt-intf-only enable
set intf any
set srcaddr internal-net
set dstaddr mgmt-int
set action accept
set service HTTPS
set schedule weekdays
end

NTP over dedicated HA management interfaces

If you set up dedicated management interfaces on each cluster unit, if NTP is enabled, the primary unit contacts an
NTP server using the dedicated management interface. System time is then synchronized to the backup units through
the HA heartbeat.

Example CLI:

config system interface
edit portb
set ip 172.16.79.46 255.255.255.0
end

config system ha
set group-name FGT-HA
set mode a-p
set ha-mgmt-status enable
config ha-mgmt-interfaces
edit 1
set interface portb
set gateway 172.16.79.1
end
set ha-direct enable
end

config system ntp
set ntpsync enable
set syncinterval 5
end
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You can use the following command to add an in-band management IP address to an individual cluster unit interface that

is also connected to a network and processing traffic. The in-band management IP address is an alternative to the
reserved HA management interface feature and does not require reserving an interface just for management access.

config system interface
edit portl
set management-ip 172.20.121.155/24
end

The management IP address is accessible from the network that the cluster interface is connected to. This setting is not
synchronized so each cluster unit can have their own in-band management IP addresses. You can add a management
IP address to one or more interfaces of each cluster unit.

The in-band management IP address should be on the same subnet as the interface you are adding it to, but cannot be
on the same subnet as other interface IP addresses.

You can connect to the in-band management IP address using the interface's administrative access settings. The in-
band management IP only supports the following subset of administrative access settings: ping, Telnet, HTTP, HTTPS,
and SNMP.

For example, use the following command to add an in-band management IP address and allow access using HTTPS,
SSH and SNMP:

config system interface
edit port23
set management-ip 172.25.12.5/24
set allowaccess https ssh snmp
end

How packets are sent differs between primary and secondary units when sending packets from an interface with
management-ip configured. For a primary unit, an interface with management-1ip configured can send packets to
destinations based on routing information. For a secondary unit, an interface with management-1ip configured can only
send packets to destinations that have the same management-ip segment.

Managing FortiGate in a virtual cluster

You can select the HA option Do NOT Synchronize Management VDOM Configuration if you have enabled multiple
VDOMS and set a VDOM other than the root VDOM to be the management VDOM. You can select this option to prevent
the management VDOM configuration from being synchronized between cluster units in a virtual cluster. This allows you
to add an interface to the VDOM in each cluster unit and then to give the interfaces different IP addresses in each cluster
unit, allowing you to manage each cluster unit separately.

You can also enable this feature using the following command:

config system ha
set standalone-mgmt-vdom enable
end

A\,

b [ 4
? This feature must be disabled to manage a cluster using FortiManager.
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Shutdown/reboot the primary unit

You can shutdown or reboot the primary unit from the primary unit GUI by selecting Shutdown or Reboot from the
Admin menu. From the primary unit CLI you can use the execute reboot orexecute shutdown commands to
shutdown or reboot the primary unit.

During the shutdown the primary unit first becomes the backup unit before shutting down allowing the backup unit to
become the new primary unit and avoiding a split brain scenario. This behavior only happens when you manually
shutdown or reboot the primary unit.

Backup FortiGate management

HA uses routing and inter-VDOM links to route subordinate unit management traffic through the primary unit to the
network. Similar to a standalone FortiGate, subordinate units may generate their own management traffic, including:

o DNS queries.

« FortiGuard Web Filtering rating requests.

« Log messages to be sent to a FortiAnalyzer unit, to a syslog server, or to the FortiGuard Analysis and Management
Service.

» Logfile uploads to a FortiAnalyzer unit.

» Quarantine file uploads to a FortiAnalyzer unit.

o SNMP traps.

o Communication with remote authentication servers (RADIUS, LDAP, TACACS+ and so on)

Subordinate units send this management traffic over the HA heartbeat link to the primary unit. The primary unit forwards
the management traffic to its destination. The primary unit also routes replies back to the subordinate unit in the same
way.

HA uses a hidden VDOM called vsys_ha for HA operations. The vsys_ha VDOM includes the HA heartbeat interfaces,
and all communication over the HA heartbeat link goes through the vsys_ha VDOM. To provide communication from a
subordinate unit to the network, HA adds hidden inter-VDOM links between the primary unit management VDOM and
the primary unit vsys_ha VDOM. By default, root is the management VDOM.

Management traffic from the subordinate unit originates in the subordinate unit vsys_ha VDOM. The vsys_ha VDOM
routes the management traffic over the HA heartbeat link to the primary unit vsys_ha VDOM. This management traffic is
then routed to the primary unit management VDOM and from there out onto the network.

DNS queries and FortiGuard Web Filtering and Email Filter requests are still handled by the HA proxy so the primary unit
and subordinate units share the same DNS query cache and the same FortiGuard Web Filtering and Email Filter cache.
In a virtual clustering configuration, the cluster unit that is the primary unit for the management virtual domain maintains
the FortiGuard Web Filtering, Email Filtering, and DNS query cache.
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Subordinate unit management traffic path

vsys_ha

169.254.0.1 169.254.0.2
<4
HA link
169.254.0.65
root V169.254.0.66 root
Network (&
Primary unit Subordinate unit

RADIUS and LDAP servers

In an active-passive cluster, only the primary unit processes traffic, so the primary unit communicates with RADIUS or
LDAP servers. In a cluster that is operating in active-active mode, subordinate units send RADIUS and LDAP requests to
the primary unit over the HA heartbeat link and the primary units routes them to their destination. The primary unit relays
the responses back to the subordinate unit.

FortiGuard services

This section describes how various FortiGate HA clustering configurations communicate with the FDN.

In an operating cluster, the primary unit communicates directly with the FortiGuard Distribution Network (FDN).
Subordinate units also communicate directly with the FDN but as described above, all communication between
subordinate units and the FDN is routed through the primary unit.

You must register and license all of the units in a cluster for all required FortiGuard services, both because all cluster
units communicate with the FDN and because any cluster unit could potentially become the primary unit.

FortiGuard and active-passive clusters

For an active-passive cluster, only the primary unit processes traffic. Even so, all cluster units communicate with the
FDN. Only the primary unit sends FortiGuard Web Filtering and Antispam requests to the FDN. All cluster units receive
FortiGuard Antivirus, IPS, and application control updates from the FDN.

In an active-passive cluster the FortiGuard Web Filter and Email Filter caches are located on the primary unit in the same
way as for a standalone FortiGate. The caches are not shared among cluster units so after a failover the new primary
unit must build up new caches.

In an active-passive cluster all cluster units also communicate with the FortiGuard Analysis and Management Service
(FAMS).
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FortiGuard and active-active clusters

For an active-active cluster, both the primary unit and the subordinate units process traffic. Communication between the
cluster units and the FDN is the same as for active-passive clusters with the following exception.

Because the subordinate units process traffic, they may also be making FortiGuard Web Filtering and Email Filter
requests. The primary unit receives all such requests from the subordinate units and relays them to the FDN and then
relays the FDN responses back to the subordinate units. The FortiGuard Web Filtering and Email Filtering URL caches
are maintained on the primary unit. The primary unit caches are used for primary and subordinate unit requests.

FortiGuard and virtual clustering

For a virtual clustering configuration the management virtual domain of each cluster unit communicates with the FDN.
The cluster unit that is the primary unit for the management virtual domain maintains the FortiGuard Web Filtering and
Email Filtering caches. All FortiGuard Web Filtering and Email Filtering requests are proxied by the management VDOM
of the cluster unit that is the primary unit for the management virtual domain.

Logging

This section describes the log messages that provide information about how HA is functioning, how to view and manage
logs for each unit in a cluster, and provides some example log messages that are recorded during specific cluster
events.

You configure logging for a cluster in the same way as you configuring logging for a standalone FortiGate. Log
configuration changes made to the cluster are synchronized to all cluster units.

All cluster units record log messages separately to the individual cluster unit’s log disk, to the cluster unit’'s system
memory, or both. You can view and manage log messages for each cluster unit from the cluster GUI Log Access page.

When remote logging is configured, all cluster units send log messages to remote FortiAnalyzer units or other remote
servers as configured. HA uses routing and inter-VDOM links to route subordinate unit log traffic through the primary unit
to the network.

When you configure a FortiAnalyzer unit to receive log messages from a FortiGate cluster, you should add a cluster to
the FortiAnalyzer unit configuration so that the FortiAnalyzer unit can receive log messages from all cluster units.

Viewing and managing log messages for individual cluster units
This section describes how to view and manage log messages for an individual cluster unit.

To view HA cluster log messages

1. Log into the cluster GUI.

2. Goto Log&Report > Log Config > Log Settings > GUI Preferences and select to display logs from Memory,
Disk or FortiAnalyzer.

For each log display, the HA Cluster list displays the serial number of the cluster unit for which log messages are
displayed. The serial numbers are displayed in order in the list.

3. Set HA Cluster to the serial number of one of the cluster units to display log messages for that unit.
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About HA event log messages

HA event log messages always include the host name and serial number of the cluster unit that recorded the message.
HA event log messages also include the HA state of the unit and also indicate when a cluster unit switches (or moves)
from one HA state to another. Cluster units can operate in the HA states listed below:

HA states
Hello A FortiGate configured for HA operation has started up and is looking for other FortiGates with
which to form a cluster.
Work In an active-passive cluster a cluster unit is operating as the primary unit. In an active-active
cluster unit is operating as the primary unit or a subordinate unit.
Standby In an active-passive cluster the cluster unit is operating as a subordinate unit.

HA log Event log messages also indicate the virtual cluster that the cluster unit is operating in as well as the member
number of the unit in the cluster. If virtual domains are not enabled, all clusters unit are always operating in virtual cluster
1. If virtual domains are enabled, a cluster unit may be operating in virtual cluster 1 or virtual cluster 2. The member
number indicates the position of the cluster unit in the cluster members list. Member 0 is the primary unit. Member 1 is
the first subordinate unit, member 2 is the second subordinate unit, and so on.

HA log messages

See the FortiOS log message reference for a listing of and descriptions of the HA log messages.

FortiGate HA message "HA master heartbeat interface <intf_name> lost neighbor
information”

The following HA log messages may be recorded by an operating cluster:

e 2009-02-16 11:06:34 device_id=FG2001111111 log_id=0105035001 type=event subtype=ha pri=critical vd=root
msg="HA slave heartbeat interface internal lost neighbor information"

e 2009-02-16 11:06:40 device_id=FG2001111111 log_id=0105035001 type=event subtype=ha pri=notice vd=root
msg="Virtual cluster 1 of group 0 detected new joined HA member"

e 2009-02-16 11:06:40 device_id=FG2001111111 log_id=0105035001 type=event subtype=ha pri=notice vd=root
msg="HA master heartbeat interface internal get peer information"

These log messages indicate that the cluster units could not connect to each other over the HA heartbeat link for the
period of time that is given by hb-interval x hb-lost-threshold, which is 1.2 seconds with the default values.

To diagnose this problem

1. Check all heartbeat interface connections including cables and switches to make sure they are connected and
operating normally.
2. Use the following commands to display the status of the heartbeat interfaces.

get hardware nic <heartbeat interface name>
diagnose hardware deviceinfo nic <heartbeat interface name>

The status information may indicate the interface status and link status and also indicate if a large number of errors
have been detected.
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3. Ifthe log message only appears during peak traffic times, increase the tolerance for missed HA heartbeat packets
by using the following commands to increase the lost heartbeat threshold and heartbeat interval:

config system ha
set hb-lost-threshold 12
set hb-interval 4

end

These settings multiply by 4 the loss detection interval. You can use higher values as well.

This condition can also occur if the cluster units are located in different buildings or even different geographical
locations. Called a distributed cluster, as a result of the separation it may take a relatively long time for heartbeat
packets to be transmitted between cluster units. You can support a distributed cluster by increasing the heartbeat
interval so that the cluster expects extra time between heartbeat packets.

4. Optionally disable session-pickup to reduce the processing load on the heartbeat interfaces.

5. Instead of disabling session-pickup you can enable session-pickup-delay to reduce the number of sessions
that are synchronized. With this option enabled only sessions that are active for more than 30 seconds are
synchronized.

It may be useful to monitor CPU and memory usage to check for low memory and high CPU usage. You can configure
event logging to monitor CPU and memory usage. You can also enable the CPU over usage and memory low SNMP
events. See CPU and memory thresholds on page 98 for information on customizing the CPU and memory use
thresholds.

Once this monitoring is in place, try and determine if there have been any changes in the network or an increase of traffic
recently that could be the cause. Check to see if the problem happens frequently and if so what the pattern is.

To monitor the CPU of the cluster units and troubleshoot further, use the following procedure and commands:

get system performance status
get system performance top 2
diagnose sys top 2

These commands repeated at frequent intervals will show the activity of the CPU and the number of sessions.
Search the Fortinet Knowledge Base for articles about monitoring CPU and Memory usage.

If the problem persists, gather the following information (a console connection might be necessary if connectivity is lost)
and provide it to Technical Support when opening a ticket:

o Debug log from the GUI: System > Advanced > Download Debug Log

¢ CLI command output:
diagnose sys top 2 (keep it running for 20 seconds)
get system performance status (repeat this command multiple times to get good samples)
get system ha status
diagnose sys ha status
diagnose sys ha dump-by {all options}
diagnose netlink device list
diagnose hardware deviceinfo nic <heartbeat-interface-name>
execute log filter category 1
execute log display

Formatting cluster unit hard disks (log disks)

If you need to format the hard disk (also called log disk or disk storage) of one or more cluster units you should
disconnect the unit from the cluster and use the execute formatlogdisk command to format the cluster unit hard
disk then add the unit back to the cluster.
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For information about how to remove a unit from a cluster and add it back, see Disconnecting a FortiGate on page 334
and Restoring a disconnected FortiGate on page 334 .

Once you add the cluster unit with the formatted log disk back to the cluster you should make it the primary unit before
removing other units from the cluster to format their log disks and then add them back to the cluster.

SNMP

You can use SNMP to manage a cluster by configuring a cluster interface for SNMP administrative access. Using an
SNMP manager you can get cluster configuration and status information and receive traps.

You configure SNMP for a cluster in the same way as configuring SNMP for a standalone FortiGate. SNMP configuration
changes made to the cluster are shared by all cluster units.

Each cluster unit sends its own traps and SNMP manager systems can use SNMP get commands to query each cluster
unit separately. To set SNMP get queries to each cluster unit you must create a special get command that includes the
serial number of the cluster unit.

Alternatively you can use the HA reserved management interface feature to give each cluster unit a different
management IP address. Then you can create an SNMP get command for each cluster unit that just includes the
management IP address and does not have to include the serial number.

SNMP get command syntax for the primary unit

Normally, to get configuration and status information for a standalone FortiGate or for a primary unit, an SNMP manager
would use an SNMP get commands to get the information in a MIB field. The SNMP get command syntax would be
similar to the following:

snmpget -v2c -c <community name> <address ipv4> {<OID> | <MIB field>}
where:

<community name>is an SNMP community name added to the FortiGate configuration. You can add more than one
community name to a FortiGate SNMP configuration. The most commonly used community name is public.

<address_ipv4>isthe IP address of the FortiGate interface that the SNMP manager connects to.

{<OID> | <MIB_ field>} is the objectidentifier (OID) for the MIB field or the MIB field name itself. The HA MIB fields
and OIDs are listed below:

SNMP field names and OIDs

MIB field oID Description

fgHaSystemMode .1.3.6.1.4.1.12356.101.13.1.1.0 HA mode (standalone, a-a, or a-p)
fgHaGroupld .1.3.6.1.4.1.12356.101.13.1.2.0 The HA group ID of the cluster unit.
fgHaPriority .1.3.6.1.4.1.12356.101.13.1.3.0 The HA priority of the cluster unit. Default 128.
fgHaOverride .1.3.6.1.4.1.12356.101.13.1.4.0 Whether HA override is disabled or enabled for

the cluster unit.

fgHaAutoSync .1.3.6.1.4.1.12356.101.13.1.5.0 Whether automatic HA synchronization is
disabled or enabled.
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MIB field OoID

fgHaSchedule .1.3.6.1.4.1.12356.101.13.1.6.0
fgHaGroupName .1.3.6.1.4.1.12356.101.13.1.7.0
fgHaStatsIndex .1.3.6.1.4.1.12356.101.13.2.1.1.1.1
fgHaStatsSerial .1.3.6.1.4.1.12356.101.13.2.1.1.2.1
fgHaStatsCpuUsage .1.3.6.1.4.1.12356.101.13.2.1.1.3.1
fgHaStatsMemUsage .1.3.6.1.4.1.12356.101.13.2.1.1.4.1
fgHaStatsNetUsage .1.3.6.1.4.1.12356.101.13.2.1.1.5.1
fgHaStatsSesCount .1.3.6.1.4.1.12356.101.13.2.1.1.6.1
fgHaStatsPktCount .1.3.6.1.4.1.12356.101.13.2.1.1.7.1
fgHaStatsByteCount .1.3.6.1.4.1.12356.101.13.2.1.1.8.1
fgHaStatsldsCount .1.3.6.1.4.1.12356.101.13.2.1.1.9.1
fgHaStatsAvCount .1.3.6.1.4.1.12356.101.13.2.1.1.10.1
fgHaStatsHostname .1.3.6.1.4.1.12356.101.13.2.1.1.11.1

To get the HA priority for the primary unit

Description

The HA load balancing schedule. Set to none
unless operating in a-p mode.

The HA group name.

An index value that identifies the FortiGates in
an HA cluster. The index is always 1 for the
FortiGate that receives the HA get. The other
FortiGate(s) in the cluster will have an index of 2,
3, or4. For example, if you get the stats index
from the primary FortiGate, the primary
FortiGate will have a stats index of 1 and the
backup FortiGate will have a stats index of 2. If
you get the stats index from the backup unit, the
backup unit will have a stats index of 1 and the
primary unit will have a stats index of 2.

The serial number of the cluster unit.
The cluster unit’s current CPU usage.
The cluster unit’s current Memory usage.

The cluster unit’s current Network bandwidth
usage.

The cluster unit’s current session count.
The cluster unit’s current packet count.
The cluster unit’s current byte count.

The number of attacks reported by the IPS for
the cluster unit.

The number of viruses reported by the antivirus
system for the cluster unit.

The hostname of the cluster unit.

The following SNMP get command gets the HA priority for the primary unit. The community name is public. The IP
address of the cluster interface configured for SNMP management access is 10.10.10.1. The HA priority MIB field is

fgHaPriority and the OID for this MIB field is 1.3.6.1.4.1.12356.101.13.1.3.0 The first command uses the MIB field name

and the second uses the OID:

snmpget -v2c -c public 10.10.10.1 fgHaPriority
snmpget -v2c -c public 10.10.10.1 1.3.6.1.4.1.12356.101.13.1.3.0
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SNMP get command syntax for any cluster unit

To get configuration status information for a specific cluster unit (for the primary unit or for any subordinate unit), the
SNMP manager must add the serial number of the cluster unit to the SNMP get command after the community name.
The community name and the serial number are separated with a dash. The syntax for this SNMP get command would
be:

snmpget -v2c -c <community name>-<fgt serial> <address ipv4> {<OID> | <MIB field>}
where:

<community name>is an SNMP community name added to the FortiGate configuration. You can add more than one
community name to a FortiGate SNMP configuration. All units in the cluster have the same community name. The most
commonly used community name is public.

<fgt_serial> is the serial number of any cluster unit. For example, FGT4002803033172. You can specify the serial
number of any cluster unit, including the primary unit, to get information for that unit.

<address_ipv4>is the IP address of the FortiGate interface that the SNMP manager connects to.
{<OID> | <MIB_ field>} is the objectidentifier (OID) for the MIB field or the MIB field name itself.

If the serial number matches the serial number of a subordinate unit, the SNMP get request is sent over the HA heartbeat
link to the subordinate unit. After processing the request, the subordinate unit sends the reply back over the HA
heartbeat link back to the primary unit. The primary unit then forwards the response back to the SNMP manager.

If the serial number matches the serial number of the primary unit, the SNMP get request is processed by the primary
unit. You can actually add a serial number to the community name of any SNMP get request. But normally you only need
to do this for getting information from a subordinate unit.

To get the CPU usage for a subordinate unit

The following SNMP get command gets the CPU usage for a subordinate unit in a FortiGate-5001SX cluster. The
subordinate unit has serial number FG50012205400050. The community name is public. The IP address of the
FortiGate interface is 10.10.10.1. The HA status table MIB field is fgHaStatsCpuUsage and the OID for this MIB field is
1.3.6.1.4.1.12356.101.13.2.1.1.3.1. The first command uses the MIB field name and the second uses the OID for this
table:

snmpget -v2c -c public-FG50012205400050 10.10.10.1 fgHaStatsCpuUsage
snmpget -v2c -c public-FG50012205400050 10.10.10.1 1.3.6.1.4.1.12356.101.13.2.1.1.3.1

FortiGate SNMP recognizes the community name with syntax <community name>-<fgt serial>. Whenthe
primary unit receives an SNMP get request that includes the community name followed by serial number, the FGCP
extracts the serial number from the request. Then the primary unit redirects the SNMP get request to the cluster unit with
that serial number. If the serial number matches the serial number of the primary unit, the SNMP get is processed by the
primary unit.

Getting serial numbers of cluster units

The following SNMP get commands use the MIB field name fgHaStatsSerial.<index> to get the serial number of each
cluster unit. Where <index> is the cluster unit’s cluster index and 1 is the cluster index of the primary unit, 2 is the cluster
index of the first subordinate unit, and 3 is the cluster index of the second subordinate unit.

The OID for this MIB fieldis1.3.6.1.4.1.12356.101.13.2.1.1.2.1. The community nameis public. TheIP
address of the FortiGate interface is 10.10.10.1.
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The first command uses the MIB field name and the second uses the OID for this table and gets the serial number of the

primary unit:

snmpget -v2c -c public 10.10.10.1 fgHaStatsSerial.l
snmpget -v2c -c public 10.10.10.1 1.3.6.1.4.1.12356.101.13.2.1.1.2.1

The second command uses the MIB field name and the second uses the OID for this table and gets the serial number of

the first subordinate unit:

snmpget -v2c -c public 10.10.10.1 fgHaStatsSerial.2
snmpget -v2c -c public 10.10.10.1 1.3.6.1.4.1.12356.101.13.2.2.2

SNMP get command syntax - reserved management interface enabled

To get configuration and status information for any cluster unit where you have enabled the HA reserved management

interface feature and assigned IP addresses to the management interface of each cluster unit, an SNMP manager would

use the following get command syntax:
snmpget -v2c -c <community name> <mgmt address ipv4> {<OID> | <MIB field>}

where:

<community name>is an SNMP community name added to the FortiGate configuration. You can add more than one
community names to a FortiGate SNMP configuration. The most commonly used community name is public.

<mgmt address ipv4>is the |IP address of the FortiGate HA reserved management interface that the SNMP
manager connects to.

{<OID> | <MIB_field>} is the objectidentifier (OID) for the MIB field or the MIB field name itself. To find OIDs and
MIB field names see your FortiGate’s online help.

FortiClient licenses

Each FortiGate in a cluster must have its own FortiClient license. Contact your reseller to purchase FortiClient licenses
for all of the FortiGates in your cluster.

When you receive the license keys you can visit the Fortinet Support website and add the FortiClient license keys to
each FortiGate. Then, as long as the cluster can connect to the internet each cluster unit receives its FortiClient license
key from the FortiGuard network.

Adding FortiClient licenses to cluster units with a reserved management interface

You can also use the following steps to manually add license keys to your cluster units from the GUI or CLI. Your cluster

must be connected to the internet and you must have configured a reserved management interface for each cluster unit.

Log into the GUI of each cluster unit using its reserved management interface IP address.

Go to the License Information dashboard widget and beside FortiClient select Enter License.
Enter the license key and select OK.

Confirm that the license has been installed and the correct number of FortiClients are licensed.
Repeat for all of the cluster units.

o oON-=

You can also use the reserved management IP address to log into each cluster unit CLI and use following command to
add the license key:

execute FortiClient-NAC update-registration-license <license-key>
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You can connect to the CLlIs of each cluster unit using their reserved management IP address.

Adding FortiClient licenses to cluster units with no reserved management interface

If you have not set up reserved management IP addresses for your cluster units, you can still add FortiClient license keys
to each cluster unit. You must log into the primary unit and then use the execute ha manage command to connect to
each cluster unit CLI. For example, use the following steps to add a FortiClient license key a cluster of three FortiGates:

1. Log into the primary unit CLI and enter the following command to confirm the serial number of the primary unit:
get system status

2. Add the FortiClient license key for that serial number to the primary unit:
execute FortiClient-NAC update-registration-license <license-key>
You can also use the GUI to add the license key to the primary unit.

3. Enter the following command to log into the first subordinate unit:
execute ha manage 1

4. Enter the following command to confirm the serial number of the cluster unit that you have logged into:
get system status

5. Add the FortiClient license key for that serial number to the cluster unit:
execute FortiClient-NAC update-registration-license <license-key>

6. Enter the following command to log into the second subordinate unit:
execute ha manage 2

7. Enter the following command to confirm the serial number of the cluster unit that you have logged into:
get system status

8. Add the FortiClient license key for that serial number to the cluster unit:

execute FortiClient-NAC update-registration-license <license-key>

Viewing FortiClient license status and active FortiClient users for each cluster unit

To view FortiClient license status and FortiClient information for each cluster unit you must log into each cluster unit’s
GUIl or CLI. You can do this by connecting to each cluster unit’s reserved management interface if they are configured. If
you have not configured reserved management interfaces you can use the execute ha manage command to log into
each cluster unit CLI.

From the GUI, view FortiClient License status from the License Information dashboard widget and select Details to
display the list of active FortiClient users connecting through that cluster unit. You can also see active FortiClient users
by going to User & Device > Monitor > FortiClient.

From the CLI you can use the execute FortiClient {list | info} command to display FortiClientlicense
status and active FortiClient users.

For example, use the following command to display the FortiClient license status of the cluster unit that you are logged
into:

execute forticlient info
Maximum FortiClient connections: unlimited.
Licensed connections: 114
NAC: 114
WANOPT: 0
Test: O
Other connections:
IPsec: O
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SSLVPN: O

Use the following command to display the list of active FortiClient users connecting through the cluster unit. The output
shows the time the connection was established, the type of FortiClient connection, the name of the device, the user
name of the person connecting, the FortiClient ID, the host operating system, and the source IP address of the session.

execute forticlient list
TIMESTAMP TYPE CONNECT-NAME USER CLIENT-ID HOST-0OS SRC-IP
20141017 09:13:33 NAC Gordon-PC Gordon 11F76E902611484A942E31439E428C5C Microsoft Windows
7 , 64-bit Service Pack 1 (build 7601) 172.20.120.10
20141017 09:11:55 NAC Gordon-PC 11F76E902611484A942E31439E428C5C Microsoft Windows 7 ,
64-bit Service Pack 1 (build 7601) 172.20.120.10
20141017 07:27:11 NAC Desktopll Richie 9451COBS8EE3740AEB7019E920BB3761B Microsoft Windows
7, 64-bit Service Pack 1 (build 7601) 172.20.120.20

Cluster members list

To display the cluster members list, log into an operating cluster and go to System > HA.

The cluster members list displays illustrations of the front panels of the cluster units. You can hover the mouse pointer
over each interface to view the interface IP address (if any) link status, and speed. The displays use color coding to
indicate the status and configuration of individual cluster unit interfaces:

» Green indicates data interfaces that are up and connected to data networks
« Yellow indicates monitored data interfaces that are up and connected to data networks
» Red indicates connected heartbeat interfaces

The colors of interfaces that are not connected are faded but the colors of heartbeat and monitored interfaces are still
visible.

From the cluster members list you can:

« Select List or All to view HA uptime, sessions, and throughput for each cluster unit.
« Click and drag to change the order of the cluster units.

» See the host name of each cluster unit. To change the primary unit host name, go to System > Settings and
change the Host Name. To view and change a subordinate unit host name, edit the subordinate unit from the
cluster members list.

« View the status or role of each cluster unit.
« View and optionally change the HA configuration of the operating cluster.
o Disconnect a device from the cluster.

Virtual cluster members list

If virtual domains are enabled, you can display the cluster members list to view the status of the operating virtual
clusters. The virtual cluster members list shows the status of both virtual clusters including the virtual domains added to
each virtual cluster.

To display the virtual cluster members list for an operating cluster log in as the admin administrator, select Global
Configuration and go to System > HA.

The functions of the virtual cluster members list are the same as the functions of the Cluster Members list with the
following exceptions.
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« When edit a primary unit in a virtual cluster, you can change the virtual cluster 1 and virtual cluster 2 device priority
of this cluster unit and you can edit the VDOM partitioning configuration of the cluster.

« When you edit a subordinate unit in a virtual cluster, you can change the device priority for the subordinate unit for
the selected virtual cluster.

Also, the HA cluster members list changes depending on the cluster unit that you connect to.

HA statistics

From the cluster members list you can select View HA statistics to display the serial number, status, and monitor
information for each cluster unit. To view HA statistics, go to System > HA and select List or All. Note the following
about the HA statistics display:

« Synchronized indicates the status of each cluster unit. A green check mark indicates that the cluster unit is
operating normally. A red X indicates that the cluster unit cannot communicate with the primary unit.

o The Uptime is the time in days, hours, minutes, and seconds since the cluster unit was last started.

HA configuration change

To change the configuration settings of an operating cluster, go to System > HA to display the cluster members list.
Select Edit for the primary unit in the cluster members list to display the HA configuration page for the cluster.

You can use the HA configuration page to check and fine tune the configuration of the cluster after the cluster is up and
running. For example, if you connect or disconnect cluster interfaces you may want to change the Port Monitor
configuration.

Any changes you make on this page, with the exception of changes to the device priority, are first made to the primary
unit configuration and then synchronized to the subordinate units. Changing the device priority only affects the primary
unit.

HA configuration change - virtual cluster

To change the configuration settings of the primary unit in a functioning cluster with virtual domains enabled, log in as the
admin administrator, select Global Configuration and go to System > HA to display the cluster members list. Select Edit
for the primary unit in virtual cluster 1 or virtual cluster 2 to display the HA configuration page for the virtual cluster.

You can use the virtual cluster HA configuration page to check and fine tune the configuration of both virtual clusters
after the cluster is up and running. For example, you may want to change the Port Monitor configuration for virtual cluster
1 and virtual cluster 2 so that each virtual cluster monitors its own interfaces.

You can also use this configuration page to move virtual domains between virtual cluster 1 and virtual cluster 2. Usually
you would distribute virtual domains between the two virtual clusters to balance the amount of traffic being processed by
each virtual cluster.

Any changes you make on this page, with the exception of changes to the device priorities, are first made to the primary
unit configuration and then synchronized to the subordinate unit.

You can also adjust device priorities to configure the role of this cluster unit in the virtual cluster. For example, to
distribute traffic to both cluster units in the virtual cluster configuration, you would want one cluster unit to be the primary
unit for virtual cluster 1 and the other cluster unit to be the primary unit for virtual cluster 2. You can create this
configuration by setting the device priorities. The cluster unit with the highest device priority in virtual cluster 1 becomes
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the primary unit for virtual cluster 1. The cluster unit with the highest device priority in virtual cluster 2 becomes the
primary unit in virtual cluster 2.

Backup FortiGate host name and device priority

To change the host name and device priority of a subordinate unit in an operating cluster, go to System > HA to display
the cluster members list. Select Edit for any secondary (subordinate) unit in the cluster members list.

To change the host name and device priority of a subordinate unit in an operating cluster with virtual domains enabled,
log in as the admin administrator, select Global Configuration and go to System > HA to display the cluster members
list. Select Edit for any secondary (subordinate) unit in the cluster members list.

You can change the host name (Peer) and device priority (Priority) of this subordinate unit. These changes only affect
the configuration of the subordinate unit.

The device priority is not synchronized among cluster members. In a functioning cluster you can change device priority
to change the priority of any unit in the cluster. The next time the cluster negotiates, the cluster unit with the highest
device priority becomes the primary unit.

The device priority range is 0 to 255. The default device priority is 128.

Firmware upgrade

You can upgrade the FortiOS firmware running on an HA cluster in the same manner as upgrading the firmware running
on a standalone FortiGate. During a normal firmware upgrade, the cluster upgrades the primary unit and all subordinate

units to run the new firmware image. The firmware upgrade takes place without interrupting communication through the
cluster.

Upgrading cluster firmware to a new major release (for example upgrading from 5.6.3 t0 6.0.2)

A is supported for clusters. Make sure you are taking an appropriate upgrade path. Even so you
should back up your configuration and only perform such a firmware upgrade during a
maintenance window.

To upgrade the firmware without interrupting communication through the cluster, the cluster goes through a series of
steps that involve first upgrading the firmware running on the subordinate units, then making one of the subordinate units
the primary unit, and finally upgrading the firmware on the former primary unit. These steps are transparent to the user
and the network, but depending upon your HA configuration may result in the cluster selecting a new primary unit.

The following sequence describes in detail the steps the cluster goes through during a firmware upgrade and how
different HA configuration settings may affect the outcome.
1. The administrator uploads a new firmware image from the GUI or CLI.
2. Ifthe clusteris operating in active-active mode load balancing is turned off.
3. The cluster upgrades the firmware running on all of the subordinate units.
4. Once the subordinate units have been upgraded, a new primary unit is selected.
This primary unit will be running the new upgraded firmware.
5. The cluster now upgrades the firmware of the former primary unit.

If the age of the new primary unit is more than 300 seconds (5 minutes) greater than the age of all other cluster
units, the new primary unit continues to operate as the primary unit.
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This is the intended behavior but does not usually occur because the age difference of the cluster units is usually
less than the cluster age difference margin of 300 seconds. So instead, the cluster negotiates again to select a
primary unit as described in Primary unit selection with override disabled (default) on page 204.

You can keep the cluster from negotiating again by reducing the cluster age difference margin using the ha-
uptime-diff-margin option. However, you should be cautious when reducing the age or other problems may
occur. For information about the cluster age difference margin, see Cluster age difference margin (grace period) on
page 208. For more information about changing the cluster age margin, see Changing the cluster age difference
margin on page 208.

6. If the cluster is operating in active-active mode, load balancing is turned back on.

NP If, during the firmware upgrade process all of the subordinate units crash or
‘Q' otherwise stop responding, the primary unit will not be upgraded to the new
- firmware, but will continue to operate normally. The primary unit waits until at

least one subordinate unit rejoins the cluster before upgrading its firmware.

Changing how the cluster processes firmware upgrades

By default cluster firmware upgrades proceed as uninterruptable upgrades that do not interrupt traffic flow. If required,
you can use the following CLI command to change how the cluster handles firmware upgrades. You might want to
change this setting if you are finding uninterruptable upgrades take too much time.

config system ha
set uninterruptible-upgrade disable
end

uninterruptible-upgrade is enabled by default. If you disable uninterruptible-upgrade the cluster still
upgrades the firmware on all cluster units, but all cluster units are upgraded at once; which takes less time but interrupts
communication through the cluster.

Synchronizing the firmware build running on a new cluster unit

If the firmware build running on a FortiGate that you add to a cluster is older than the cluster firmware build, you may be
able to use the following steps to synchronize the firmware running on the new cluster unit.

This procedure describes re-installing the same firmware build on a cluster to force the cluster to upgrade all cluster units
to the same firmware build.

Due to firmware upgrade and synchronization issues, in some cases this procedure may not work. In all cases it will work
to install the same firmware build on the new unit as the one that the cluster is running before adding the new unit to the
cluster.

To synchronize the firmware build running on a new cluster unit

Obtain a firmware image that is the same as build already running on the cluster.
Connect to the cluster using the GUI.
Go to the System Information dashboard widget.

o bd-=

Select Update beside Firmware Version.
You can also install a newer firmware build.
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5. Select OK.
After the firmware image is uploaded to the cluster, the primary unit upgrades all cluster units to this firmware build.

Firmware downgrade

For various reasons you may need to downgrade the firmware that a cluster is running. You can use the information in
this section to downgrade the firmware version running on a cluster.

In most cases you can downgrade the firmware on an operating cluster using the same steps as for a firmware upgrade.
A warning message appears during the downgrade but the downgrade usually works and after the downgrade the
cluster continues operating normally with the older firmware image.

Downgrading between some firmware versions, especially if features have changed between the two versions, may not
always work without the requirement to fix configuration issues after the downgrade.

Only perform firmware downgrades during maintenance windows and make sure you back up your cluster configuration
before the downgrade.

If the firmware downgrade that you are planning may not work without configuration loss or other problems, you can use
the following downgrade procedure to make sure your configuration is not lost after the downgrade.

To downgrade cluster firmware

This example shows how to downgrade the cluster shown in Example NAT mode HA network topology. The cluster
consists of two cluster units (FGT_ha_1 and FGT_ha_2). The port1 and port2 interfaces are connected to networks and
the port3 and port4 interfaces are connected together for the HA heartbeat.

This example, describes separating each unit from the cluster and downgrading the firmware for the standalone
FortiGates. There are several ways you could disconnect units from the cluster. This example describes using the
disconnect from cluster function on the cluster members list GUI page.

1. Go to the System Information dashboard widget and backup the cluster configuration.
From the CLI use execute backup config.

2. Goto System > HA and for FGT_ha_1 select the Disconnect from cluster icon.

3. Select the port2 interface and enter an IP address and netmask of 10.11.101.101/24 and select OK.
From the CLI you can enter the following command (FG600B3908600705 is the serial number of the cluster unit) to
be able to manage the standalone FortiGate by connecting to the port2 interface with IP address and netmask
10.11.101.101/24.
execute ha disconnect FG600B3908600705 port2 10.11.101.101/24
After FGT_ha_1 is disconnected, FGT_ha_2 continues processing traffic.

4. Connecttothe FGT_ha_1 GUIl or CLI using IP address 10.11.101.101/24 and follow normal procedures to
downgrade standalone FortiGate firmware.

5. When the downgrade is complete confirm that the configuration of 620_ha_1 is correct.

6. Setthe HA mode of FGT_ha_2 to Standalone and follow normal procedures to downgrade standalone FortiGate
firmware.

Network communication will be interrupted for a short time during the downgrade.
7. When the downgrade is complete confirm that the configuration of FGT_ha_2 is correct.
8. Setthe HA mode of FGT_ha_2 to Active-Passive or the required HA mode.
9. Setthe HA mode of FGT_ha_1 to the same mode as FGT_ha_2.
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If you have not otherwise changed the HA settings of the cluster units and if the firmware downgrades have not
affected the configurations the units should negotiate and form cluster running the downgraded firmware.

Configuration backup and restore

You can backup and restore the configuration of a cluster in the same way as backing up and restoring a standalone
FortiGate unit. Backing up the cluster from the primary unit GUI or CLI saves a single configuration file for the cluster. If
you restore this configuration file, the configuration of all cluster units is restored. The restore process keeps
configuration settings of individual cluster units that are not synchronized unchanged but resets all other configuration
setting to those in the restored configuration file.

configuration. This may result in a brief traffic interruption as all cluster units may

s‘é’, When restoring the configuration of a cluster, all cluster units reboot to install the new
= restart at the same time.

Restoring settings that are not synchronized

The FGCP does not synchronize some FortiOS configuration settings. For details about settings that are not
synchronized, see Synchronizing the configuration on page 196. If you need to restore the configuration of the cluster
including the configuration settings that are not synchronized, you should first restore the configuration of the primary
FortiGate and then restore the configuration of the other cluster units. Alternatively you could log into each FortiGate in
the cluster and manually add the configuration settings that were not restored.

Failover monitoring

If the primary unit in the cluster fails, the units in the cluster renegotiate to select a new primary unit. Failure of the
primary unit results in the following:

« If SNMP is enabled, the new primary unit sends HA trap messages. The messages indicate a cluster status change,
HA heartbeat failure, and HA member down.

If event logging is enabled and HA activity event is selected, the new primary unit records log messages that show
that the unit has become the primary unit.

If alert email is configured to send email for HA activity events, the new primary unit sends an alert email containing
the log message recorded by the event log.

» The cluster contains fewer FortiGates. The failed primary unit no longer appears on the Cluster Members list.

The host name and serial number of the primary unit changes. You can see these changes when you log into the

GUl or CLI.

» The cluster info displayed on the dashboard, cluster members list or from the get system ha status command
changes.

If a subordinate unit fails, the cluster continues to function normally. Failure of a subordinate unit results in the following:

« If eventlogging is enabled and HA activity event is selected, the primary unit records log messages that show that a
subordinate has been removed from the cluster.

« Ifalert email is configured to send email for HA activity events, the new primary unit sends an alert email containing
the log message recorded by the event log.

« The cluster contains fewer FortiGates. The failed unit no longer appears on the Cluster Members list.
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CLI HA status

Usethe get system ha status command to display information about an HA cluster. The command displays
general HA configuration settings. The command also displays information about how the cluster unit that you have
logged into is operating in the cluster. You can enter the get system ha status command from the primary or
backup units. The output produced by the command is similar for each unit, it shows cluster data as well as data for the
FortiGate that you are logged into.

For a virtual cluster configuration, the get system ha status command displays information about how the cluster
unit that you have logged into is operating in virtual cluster 1 and virtual cluster 2. For example, if you connect to the
cluster unit that is the primary unit for virtual cluster 1 and the subordinate unit for virtual cluster 2, the output of the get
system ha status command shows virtual cluster 1 in the work state and virtual cluster 2 in the standby state. The
get system ha status command also displays additional information about virtual cluster 1 and virtual cluster 2.

The command includes the following fields.

Field Description

HA Health Status Indicates if all cluster units are operating normally (OK) or if a problem was detected with
the cluster. For example, a message similarto ERROR <serial-number> is lost @
<date> <time> appears if one the subordinate units leaves the cluster.

Model The FortiGate model number.

Mode The HA mode of the cluster, for example, HA A-P or HA A-A.

Group The group ID of the cluster.

Debug The debug status of the cluster.

Cluster Uptime The number of days, hours, minutes, and seconds that the cluster has been operating.

Cluster state The date and time at which the FortiGate most recently changed state. For example, the

changed time last time the FortiGate joined the cluster or changed from the primary unit to a backup unit,
and so on.

Shows how the primary unit was selected the last four times that the cluster negotiated. For
example, when a cluster first forms, this part of the command output could have one line

Master selected

using
showing that the primary unit is the cluster unit with the highest uptime. Up to four lines can
be included as the cluster negotiates to choose a new primary unit on different occasions.
Each line includes a time stamp and the criteria used to select the primary unit.

ses_pickup The status of session pickup: enable or disable.

load balance The status of the Load-balance-all keyword: enable or disable. Active-active clusters
only.

load balance udp The stats of the 1oad-balance-udp keyword: enable or disable. Available on some
FortiGate models. Active-active clusters only.

schedule The active-active load balancing schedule. Active-active clusters only.

override The status of the override option for the current cluster unit: enable or disable.

Configuration Shows if the configurations of each of the cluster units are synchronized or not.

Status
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Field Description

System Usage Shows how busy each cluster unit is by displaying the number of sessions being processed
stats by the cluster unit, CPU usage, and memory usage.
HBDEV stats Shows the status of each cluster unit's heartbeat interfaces. Includes whether the

interfaces are up or down, how much data they have processed, as well as errors found.

Displays the host name, serial number, and cluster index of the primary unit and the

Master

Slave subordinate units. The FortiGate with cluster index 0 is the primary unit and the FortiGates
with cluster indexes 1 to 3 are the backup units.
The order in which the cluster units are listed starts with the cluster unit that you are logged
into.

number of The number of virtual clusters. If virtual domains are not enabled, the cluster has one

vcluster virtual cluster. If virtual domains are enabled the cluster has two virtual clusters.

The heartbeat interface IP address of the primary unit in each virtual cluster. If virtual
domains are not enabled there is one vcluster and this is the IP address of the primary unit.
If vitual domains are enabled then each vcluster line will have an IP address. If the IP
addresses are the same then the same FortiGate is the primary unit for both virtual
clusters.

vcluster 1
vcluster 2

The HA state (hello, work, or standby) and HA heartbeat IP address of the primary unit. If
virtual domains are not enabled, vcluster 1 displays information for the cluster. If virtual
domains are enabled, vcluster 1 displays information for virtual cluster 1.

vcluster 1
Master
Slave

vcluster 1 also lists the primary unit and subordinate units in virtual cluster 1. The list
includes the serial number and operating cluster index of each cluster unit in virtual cluster
1. The cluster unit that you have logged into is at the top of the list. The FortiGate in the
cluster with the highest serial number always has an operating cluster index of 0. Other
FortiGates in the cluster get a higher operating cluster index based in their serial number.
When you use the execute ha manage command to log into another FortiGate you use
the operating cluster index to specify the FortiGate to log into.

If virtual domains are not enabled and you connect to the primary unit CLI, the HA state of
the cluster unit in virtual cluster 1 is work. The display lists the cluster units starting with the
primary unit.

If virtual domains are not enabled and you connect to a subordinate unit CLI, the HA state
of the cluster unit in virtual cluster 1 is standby. The display lists the cluster units starting
with the subordinate unit that you have logged into.

If virtual domains are enabled and you connect to the virtual cluster 1 primary unit CLI, the
HA state of the cluster unit in virtual cluster 1 is work. The display lists the cluster units
starting with the virtual cluster 1 primary unit.

If virtual domains are enabled and you connect to the virtual cluster 1 subordinate unit CLI,

the HA state of the cluster unit in virtual cluster 1 is standby. The display lists the cluster
units starting with the subordinate unit that you are logged into.
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Field Description

vcluster 2 only appears if virtual domains are enabled. vcluster 2 displaysthe HA
state (hello, work, or standby) and HA heartbeat IP address of the cluster unit that you have
logged into in virtual cluster 2. The HA heartbeat IP address is 169.254.0.2 if you are
logged into the primary unit of virtual cluster 2 and 169.254.0.1 if you are logged into a
subordinate unit of virtual cluster 2.

vcluster 2
Master Slave

vcluster 2 also lists the primary unit and subordinate units in virtual cluster 2. The list
includes the cluster index and serial number of each cluster unit in virtual cluster 2. The
cluster unit that you have logged into is at the top of the list.

If you connect to the virtual cluster 2 primary unit CLI, the HA state of the cluster unitin
virtual cluster 2 is work. The display lists the cluster units starting with the virtual cluster 2
primary unit.

If you connect to the virtual cluster 2 subordinate unit CLI, the HA state of the cluster unitin
virtual cluster 2 is standby. The display lists the cluster units starting with the subordinate
unit that you are logged into.

Get system ha status example - two FortiGates in active-passive mode

The following example shows get system ha status outputfor a cluster of two FortiGate-600Ds operating in
active-passive mode. The cluster is healthy and has been running for 3 hours and 26 minutes. Primary unit selection
took place once and the cluster has been stable since then.

The following command output was produced by connecting to the primary unit CLI (host name Edge2-Primary).

get system ha status
HA Health Status: OK
Model: FortiGate-600D
Mode: HA A-P
Group: 25
Debug: 0
Cluster Uptime: 0 days 03:26:00
Cluster state change time: 2018-03-06 13:16:33
Master selected using:

<2018/03/06 13:16:33> FGT6HD3916806098 is selected as the master because it has the
largest value of override priority.

<2018/03/06 12:47:58> FGT6HD3916806070 is selected as the master because it has the
largest value of override priority.

<2018/03/06 12:47:55> FGT6HD3916806098 is selected as the master because it has the
largest value of uptime.

<2018/03/06 12:47:55> FGT6HD3916806098 is selected as the master because it's the only
member in the cluster.
ses pickup: enable, ses pickup delay=disable
override: disable
Configuration Status:

FGT6HD3916806098 (updated 1 seconds ago): in-sync

FGT6HD3916806070 (updated 2 seconds ago): in-sync
System Usage stats:

FGT6HD3916806098 (updated 1 seconds ago):

sessions=141, average-cpu-user/nice/system/i1dle=0%/0%/0%/100%, memory=34%
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FGT6HD3916806070 (updated 2 seconds ago) :
sessions=12, average-cpu-user/nice/system/idle=0%/0%/0%/100%, memory=33%
HBDEV stats:
FGT6HD3916806098 (updated 1 seconds ago) :
port3: physical/1000full, up, rx-bytes/packets/dropped/errors=45437370/71531/0/0,
tx=36186194/65035/0/0
portd: physical/1000full, up, rx-bytes/packets/dropped/errors=27843923/39221/0/0,
tx=27510707/39075/0/0
FGT6HD3916806070 (updated 2 seconds ago) :
port3: physical/1000full, up, rx-bytes/packets/dropped/errors=37267057/67136/0/0,
tx=46354380/73516/0/0
portd: physical/1000full, up, rx-bytes/packets/dropped/errors=28294029/40177/0/0,
tx=28536766/40208/0/0
Master: Edge2-Primary , FGT6HD3916806098, cluster index =
Slave : Edge2-Backup , FGT6HD3916806070, cluster index
number of vcluster: 1
vcluster 1: work 169.254.0.1
Master: FGT6HD3916806098, operating cluster index = 0
Slave : FGT6HD3916806070, operating cluster index = 1

Il
= o

The following command output was produced by using execute ha manage 1 tolog into the subordinate unit CLI of
the cluster shown in the previous example. The host name of the subordinate unitis Edge2-Backup.

get system ha status
HA Health Status: OK
Model: FortiGate-600D
Mode: HA A-P
Group: 25
Debug: 0
Cluster Uptime: 0 days 03:33:04
Cluster state change time: 2018-03-06 13:16:33
Master selected using:
<2018/03/06 13:16:33> FGT6HD3916806098 is selected as the master because it has the
largest value of override priority.
<2018/03/06 12:47:58> FGT6HD3916806070 is selected as the master because it has the
largest value of override priority.
<2018/03/06 12:47:57> FGT6HD3916806098 is selected as the master because it has the
largest value of uptime.
<2018/03/06 12:47:56> FGT6HD3916806098 is selected as the master because it has the
largest value of uptime.
ses pickup: enable, ses pickup delay=disable
override: disable
Configuration Status:
FGT6HD3916806070 (updated 1 seconds ago): in-sync
FGT6HD3916806098 (updated 1 seconds ago): in-sync
System Usage stats:
FGT6HD3916806070 (updated 1 seconds ago) :
sessions=20, average-cpu-user/nice/system/idle=0%/0%/0%/100%, memory=34%
FGT6HD3916806098 (updated 1 seconds ago) :
sessions=163, average-cpu-user/nice/system/i1dle=0%/0%/0%/100%, memory=34%
HBDEV stats:
FGT6HD3916806070 (updated 1 seconds ago) :
port3: physical/1000full, up, rx-bytes/packets/dropped/errors=40755112/71809/0/0,
tx=48104698/76943/0/0
portd: physical/1000full, up, rx-bytes/packets/dropped/errors=29804904/42302/0/0,
tx=30030641/42333/0/0
FGT6HD3916806098 (updated 1 seconds ago) :
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port3: physical/1000full, up, rx-bytes/packets/dropped/errors=47188898/74965/0/0,
tx=39680065/69723/0/0

port4: physical/1000full, up, rx-bytes/packets/dropped/errors=29338501/41347/0/0,
tx=29022293/41201/0/0
Slave : Edge2-Backup , FGT6HD3916806070, cluster index =1
Master: Edge2-Primary , FGT6HD3916806098, cluster index 0
number of vcluster: 1
vcluster 1: standby 169.254.0.1
Slave : FGT6HD3916806070, operating cluster index
Master: FGT6HD3916806098, operating cluster index = 0

Il
—

About the HA operating cluster index and the execute ha manage command

When a cluster starts up, if primary unit select is based on serial number, the FortiGate Cluster Protocol (FGCP) assigns
a cluster index and an HA heartbeat IP address to each cluster unit based on the serial number of the cluster unit:

o The FGCP selects the cluster unit with the highest serial number to become the primary unit. The FGCP assigns a
cluster index of 0, an operating cluster index of 0, and an HA heartbeat IP address of 169.254.0.1 to this unit.

o The FGCP assigns a cluster index of 1, an operating cluster index of 1, and an HA heartbeat IP address of
169.254.0.2 to the cluster unit with the second highest serial number.

« Ifthe cluster contains more units, the cluster unit with the third highest serial number is assigned a cluster index of 2,
and operating cluster index of 2, and an HA heartbeat IP address of 169.254.0.3, and so on.

You can display the cluster index and operating cluster index assigned to each cluster unit using the get system ha
status command. When you use the execute ha manage command you select a cluster unit to log into by entering
its operating cluster index.

The operating cluster index and HA heartbeat IP address only change if a unit leaves the cluster or if a new unit joins the
cluster. When one of these events happens, the FGCP resets the cluster index, operating cluster index, and HA
heartbeat IP address of each cluster unit according to serial number in the same way as when the cluster first starts up.

If FortiGates don't leave or join, each cluster unit keeps its assigned operating cluster index, and HA heartbeat IP
address since these are based on the FortiGate serial number, even as the units take on different roles in the cluster.
After the operating cluster index and HA heartbeat IP addresses are set according to serial number, the FGCP checks
other primary unit selection criteria such as device priority and monitored interfaces. Checking these criteria could result
in selecting a cluster unit without the highest serial number to operate as the primary unit.

Even if the cluster unit without the highest serial number now becomes the primary unit, the operating cluster indexes
and HA heartbeat IP addresses assigned to the individual cluster units do not change. Instead the FGCP changes the
cluster index to reflect this role change. The cluster index is always 0 for the primary unit and 1 and higher for the other
units in the cluster. By default both sets of cluster indexes are the same. But if primary unit selection selects the cluster
unit that does not have the highest serial number to be the primary unit, then this cluster unit is assigned a cluster index
of 0.

Using the execute ha manage command

When you use the CLI command execute ha manage <index integer> toconnectto the CLI of another cluster
unit, the <index_integer> thatyou enter is the operating cluster index of the unit that you want to connect to.

Using get system ha status to display cluster indexes

You can display the cluster index assigned to each cluster unit using the CLI command get system ha status. The
following example shows the information displayed by the get system ha status command for a cluster consisting
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of two FortiGates operating in active-passive HA mode with virtual domains not enabled and without virtual clustering.

get system ha status

Master: Edge2-Primary , FGT6HD3916806098, cluster index = 0
Slave : Edge2-Backup , FGT6HD3916806070, cluster index
number of vcluster: 1

vcluster 1: work 169.254.0.1

Master: FGT6HD3916806098, operating cluster index 0
Slave : FGT6HD3916806070, operating cluster index =1

I
=

In this example, the cluster unit with serial number FGT6HD3916806098 has the highest serial number and so has a
cluster index and an operating cluster index of 0 and the cluster unit with serial number FGT6HD3916806070 has a
cluster index and an operating cluster index of 1. From the CLI of the primary unit of this cluster you can connect to the
CLI of the subordinate unit using the following command:

execute ha manage 1
This works because the cluster unit with serial number FGT6HD3916806070 has a cluster index of 1.

The last three lines of the command output display the status of vcluster 1. In a cluster consisting of two cluster units
operating without virtual domains enabled, all clustering actually takes place in virtual cluster 1. HA is designed to work
this way to support virtual clustering. If this cluster was operating with virtual domains enabled, adding virtual cluster 2 is
similar to adding a new copy of virtual cluster 1. Virtual cluster 2 is visible in the get system ha statuscommand
output when you add virtual domains to virtual cluster 2.

The HA heartbeat IP address displayed by the command is the HA heartbeat IP address of the cluster unit that is actually
operating as the primary unit. For a default configuration, this IP address will always be 169.254.0.1 because the cluster
unit with the highest serial number will be the primary unit. This IP address changes if the operating primary unit is not
the primary unit with the highest serial number.

Example where the cluster index and operating cluster index do not match

This example shows get system ha status command output for the same cluster. However, in this example the
device priority of the cluster unit with the serial number FGT6HD3916806098 is increased to 250. As a result the cluster
unit with the lowest serial number becomes the primary unit. This means the cluster index and the operating cluster
index of the cluster units do not match.

get system ha status

Master: Edge2-Primary , FGT6HD3916806098, cluster index =1
Slave : Edge2-Backup , FGT6HD3916806070, cluster index
number of vcluster: 1

vcluster 1: work 169.254.0.2

Master: FGT6HD3916806098, operating cluster index 0
Slave : FGT6HD3916806070, operating cluster index = 1

Il
o

The actual cluster indexes have not changed but the operating cluster indexes have. Also, the HA heartbeat IP address
displayed for vcluster 1 has changed to 169.254.0.2.
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Virtual clustering example output

The get system ha status command outputis the same if a cluster is operating with virtual clustering turned on but
with all virtual domains in virtual cluster 1. The following get system ha status command output example shows
the same cluster operating as a virtual cluster with virtual domains in virtual cluster 1 and added to virtual cluster 2. In this
example the cluster unit with serial number FG50012204400045 is the primary unit for virtual cluster 1 and the cluster
unit with serial number FG50012205400050 is the primary unit for virtual cluster 2.

get system ha status

number of vcluster: 2

vcluster 1: work 169.254.0.2

Master: FG50012205400050, operating cluster index = 1
Slave : FG50012204400045, operating cluster index = 0
vcluster 2: standby 169.254.0.1

Master: FG50012205400050, operating cluster index = 0
Slave : FG50012204400045, operating cluster index = 1

This example shows three sets of indexes. The indexes in lines six and seven are still used by the execute ha
manage command. The indexes on lines ten and eleven are for the primary and subordinate units in virtual cluster 1 and
the indexes on the last two lines are for virtual cluster 2.

Managing individual cluster units

The following procedure describes how to use SSH to log into the primary unit CLI and from there to use the execute
ha manage command to connect to the CLI of any other unit in the cluster. The procedure is very similar if you use
telnet, or the GUI dashboard CLI console.

You can use the execute ha manage command from the CLI of any cluster unit to log into the CLI of another the
cluster unit. Usually you would use this command from the CLI of the primary unit to log into the CLI of a subordinate unit.
However, if you have logged into a subordinate unit CLI, you can use this command to log into the primary unit CLI, or
the CLI of another subordinate unit.

Using SSH or telnet or the GUI CLI console you can only log into the primary unit CLI. Using a direct console connection
you can log into any cluster unit. In both cases you can use execute ha manage to connect to the CLI of other cluster
units.

1. Log into the primary unit CLI.
Connect to any cluster interface configured for SSH administrative access to log into the cluster.

2. Enter the following command followed by a space and type a question mark (?):
execute ha manage
The CLI displays a list of the serial numbers of all of the subordinate units in the cluster. Each cluster unit is
numbered. The number is the operating cluster index.

3. Complete the command with the operating cluster index number of the subordinate unit to log into. For example, to
log into subordinate unit 1, enter the following command:
execute ha manage 1

4. Loginto the CLI of the selected subordinate unit.
The CLI prompt changes to the host name of the subordinate unit. You can use CLI commands to manage this
subordinate unit. If you make changes to the configuration of any cluster unit (primary or subordinate unit) these
changes are synchronized to all cluster units.
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5. Youcannow use the execute ha manage command to connect to any other cluster unit (including the primary
unit). You can also use the exit command to return to the primary unit CLI.

Disconnecting a FortiGate

Use the following procedures to disconnect a cluster unit from a functioning cluster without disrupting the operation of the
cluster. You can disconnect a cluster unit if you need to use the disconnected FortiGate for another purpose, such as to
act as a standalone firewall.

You can use the following procedures for a standard cluster and for a virtual clustering configuration. To use the
following procedures from a virtual cluster you must be logged in as the admin administrator and you must have selected
Global Configuration.

When you disconnect a cluster unit you must assign an IP address and netmask to one of the interfaces of the
disconnected unit. You can disconnect any unit from the cluster even the primary unit. After the unit is disconnected, the
cluster responds as if the disconnected unit has failed. The cluster may renegotiate and may select a new primary unit.

When the cluster unit is disconnected the HA mode is changed to standalone. In addition, all interface IP addresses of
the disconnected unit are set to 0.0.0.0 except for the interface that you configure.

Otherwise the configuration of the disconnected unit is not changed. The HA configuration of the disconnected unit is not
changed either (except to change the HA mode to Standalone).

To disconnect a cluster unit from a cluster - GUI

1. Goto System > HA to view the cluster members list.
2. Select the Disconnect from cluster icon for the cluster unit to disconnect from the cluster.

3. Select the interface that you want to configure. You also specify the IP address and netmask for this interface. When
the FortiGate is disconnected, all management access options are enabled for this interface.

4. Specify an IP address and netmask for the interface. You can use this IP address to connect to the interface to
configure the disconnected FortiGate.

5. Select OK.

The FortiGate is disconnected from the cluster and the cluster may renegotiate and select a new primary unit. The
selected interface of the disconnected unit is configured with the specified IP address and netmask.

To disconnect a cluster unit from a cluster - CLI

Enter the following command to disconnect a cluster unit with serial number FGT5002803033050. The internal interface
of the disconnected unit is set to IP address 1.1.1.1 and netmask 255.255.255.0.
execute ha disconnect FGT5002803033050 internal 1.1.1.1 255.255.255.0

Restoring a disconnected FortiGate

If you disconnect a FortiGate from a cluster, you can re-connect the disconnected FortiGate to the cluster by setting the
HA mode of the disconnected unit to match the HA mode of the cluster. Usually the disconnected unit rejoins the cluster
as a subordinate unit and the cluster automatically synchronizes its configuration.

\‘é', You do not have to change the HA password on the disconnected unit unless the HA

password has been changed after the unit was disconnected. Disconnecting a unit from a
cluster does not change the HA password.
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You should make sure that the device priority of the disconnected unit is lower than the device

priority of the current primary unit. You should also make sure that the HA override CLI
A option is not enabled on the disconnected unit. Otherwise, when the disconnected unit joins

the cluster, the cluster will renegotiate and the disconnected unit may become the primary unit.

If this happens, the configuration of the disconnected unit is synchronized to all other cluster
units. This configuration change might disrupt the operation of the cluster.

The following procedure assumes that the disconnected FortiGate is correctly physically connected to your network and
to the cluster but is not running in HA mode and not part of the cluster.

Before you start this procedure you should note the device priority of the primary unit.

To add a disconnected FortiGate back to its cluster - GUI

1. Loginto the disconnected FortiGate.

If virtual domains are enabled, log in as the admin administrator and select Global Configuration.
Go to System > HA.

Change Mode to match the mode of the cluster.

If required, change the group name and password to match the cluster.

Set the Device Priority lower than the device priority of the primary unit.

Select OK.

The disconnected FortiGate joins the cluster.

I

To add a disconnected FortiGate back to its cluster - CLI

1. Log into the CLI of the FortiGate to be added back to the cluster.

2. Enter the following command to access the global configuration and add the FortiGate back to a cluster operating in
active-passive mode and set the device priority to 50 (a low number) so that this unit will not become the primary
unit:
config global

config system ha
set mode a-p
set priority 50
end
end

You may have to also change the group name, group id and password. However if you have not changed these for
the cluster or the FortiGate after it was disconnected from the cluster you should not have to adjust them now.

diagnose sys ha dump-by

You can use the following diagnose command to display data about a cluster:

diagnose sys ha dump-by {group | vcluster | rcache | debug-zone | vdom | kernel | device}

kernel

This command displays the HA configuration stored by the kernel.
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diagnose sys ha dump-by kernel
HA information.
group id=88, nvcluster=2, mode=2, load balance=0, schedule=3, 1ldb udp=0.
nvcluster=2, mode=2, ses pickup=0, delay=0, load balance=0
schedule=3, 1ldb udp=0, standalone ha=0, upgrade mode=0.
vcluster 1:
FGT51E5618000206, 0, O.
FGT51E5618000259, 1, 1.
vcluster 2:
FGT51E5618000206, 1, 1.
FGT51E5618000259, 0, O.
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Failover protection

In FortiGate active-passive HA, the FortiGate Clustering Protocol (FGCP) provides failover protection. This means that
an active-passive cluster can provide FortiGate services even when one of the cluster units encounters a problem that
would result in complete loss of connectivity for a stand-alone FortiGate. This failover protection provides a backup
mechanism that can be used to reduce the risk of unexpected downtime, especially in a mission-critical environment.

The FGCP supports three kinds of failover protection. Device failover automatically replaces a failed device and restarts
traffic flow with minimal impact on the network. Link failover maintains traffic flow if a link fails. Session failover resumes
communication sessions with minimal loss of data if a device or link failover occurs.

This chapter describes how FGCP failover protection works and provides detailed NAT and transparent mode packet
flow descriptions.

A-P failover

To achieve failover protection in an active-passive cluster, one of the cluster units functions as the primary unit, while the
rest of the cluster units are subordinate units, operating in an active stand-by mode. The cluster IP addresses and HA
virtual MAC addresses are associated with the cluster interfaces of the primary unit. All traffic directed at the cluster is
actually sent to and processed by the primary unit.

While the cluster is functioning, the primary unit functions as the FortiGate network security device for the networks that it
is connected to. In addition, the primary unit and subordinate units use the HA heartbeat to keep in constant
communication. The subordinate units report their status to the cluster unit and receive and store connection and state
table updates.

Device failure

If the primary unit encounters a problem that is severe enough to cause it to fail, the remaining cluster units negotiate to
select a new primary unit. This occurs because all of the subordinate units are constantly waiting to negotiate to become
primary units. Only the heartbeat packets sent by the primary unit keep the subordinate units from becoming primary
units. Each received heartbeat packet resets negotiation timers in the subordinate units. If this timer is allowed to run out
because the subordinate units do not receive heartbeat packets from the primary unit, the subordinate units assume that
the primary unit has failed, and negotiate to become primary units themselves.

Using the same FGCP negotiation process that occurs when the cluster starts up, after they determine that the primary
unit has failed, the subordinate units negotiate amongst themselves to select a new primary unit. The subordinate unit
that wins the negotiation becomes the new primary unit with the same MAC and IP addresses as the former primary unit.
The new primary unit then sends gratuitous ARP packets out all of its interfaces to inform attached switches to send
traffic to the new primary unit. Sessions then resume with the new primary unit.

Link failure

If a primary unit interface fails or is disconnected while a cluster is operation, a link failure occurs. When a link failure
occurs the cluster units negotiate to select a new primary unit. Since the primary unit has not stopped operating, it
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participates in the negotiation. The link failure means that a new primary unit must be selected and the cluster unit with
the link failure joins the cluster as a subordinate unit.

Just as for a device failover, the new primary unit sends gratuitous arp packets out all of its interfaces to inform attached
switches to send traffic to it. Sessions then resume with the new primary unit.

If a subordinate unit experiences a device failure its status in the cluster does not change. However, in future
negotiations a cluster unit with a link failure is unlikely to become the primary unit.

Session failover

If you enable session failover (also called session pickup) for the cluster, during cluster operation the primary unit
informs the subordinate units of changes to the primary unit connection and state tables, keeping the subordinate units
up-to-date with the traffic currently being processed by the cluster.

After a failover the new primary unit recognizes open sessions that were being handled by the cluster. The sessions
continue to be processed by the new primary unit and are handled according to their last known state.

If you leave session pickup disabled, the cluster does not keep track of sessions and after a failover, active sessions
have to be restarted or resumed.

Primary unit recovery

If a primary unit recovers after a device or link failure, it will operate as a subordinate unit, unless the override CLI
keyword is enabled and its device priority is set higher than the unit priority of other cluster units (see Primary unit
selection with override enabled on page 212).

A-A failover

HA failover in a cluster running in active-active mode is similar to active-passive failover described above. Active-active
subordinate units are constantly waiting to negotiate to become primary units and, if session failover is enabled,
continuously receive connection state information from the primary unit. If the primary unit fails, or one of the primary unit
interfaces fails, the cluster units use the same mechanisms to detect the failure and to negotiate to select a new primary
unit. If session failover is enabled, the new primary unit also maintains communication sessions through the cluster using
the shared connection state table.

Active-active HA load balances sessions among all cluster units. For session failover, the cluster must maintain all of
these sessions. To load balance sessions, the functioning cluster uses a load balancing schedule to distribute sessions
to all cluster units. The shared connection state table tracks the communication sessions being processed by all cluster
units (not just the primary unit). After a failover, the new primary unit uses the load balancing schedule to re-distribute all
of the communication sessions recorded in the shared connection state table among all of the remaining cluster units.
The connections continue to be processed by the cluster, but possibly by a different cluster unit, and are handled
according to their last known state.

Device failover

The FGCP provides transparent device failover. Device failover is a basic requirement of any highly available system.
Device failover means that if a device fails, a replacement device automatically takes the place of the failed device and
continues operating in the same manner as the failed device.
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In the case of FortiOS HA, the device is the primary unit. If the primary unit fails, device failover ensures that one of the
subordinate units in the cluster automatically takes the place of the primary unit and can continue processing network
traffic in the same way as the failed primary unit.

s‘ ! ', Device failover does not maintain communication sessions. After a device failover, communication
q sessions have to be restarted. To maintain communication sessions, you must enable session
- failover. See Device failover on page 338.

FortiGate HA device failover is supported by the HA heartbeat, virtual MAC addresses, configuration synchronization,
route synchronization and IPsec VPN SA synchronization.

The HA heartbeat makes sure that the subordinate units detect a primary unit failure. If the primary unit fails to respond
on time to HA heartbeat packets the subordinate units assume that the primary unit has failed and negotiate to select a
new primary unit.

The new primary unit takes the place of the failed primary unit and continues functioning in the same way as the failed
primary unit. For the new primary unit to continue functioning like the failed primary unit, the new primary unit must be
able to reconnect to network devices and the new primary unit must have the same configuration as the failed primary
unit.

FortiGate HA uses virtual MAC addresses to reconnect the new primary unit to network devices. The FGCP causes the
new primary unit interfaces to acquire the same virtual MAC addresses as the failed primary unit. As a result, the new
primary unit has the same network identity as the failed primary unit.

The new primary unit interfaces have different physical connections than the failed primary unit. Both the failed and the
new primary unit interfaces are connected to the same switches, but the new primary unit interfaces are connected to
different ports on these switches. To make sure that the switches send packets to the new primary unit, the new primary
unit interfaces send gratuitous ARP packets to the connected switches. These gratuitous ARP packets notify the
switches that the primary unit MAC and IP addresses are on different switch ports and cause the switches to send
packets to the ports connected to the new primary unit. In this way, the new primary unit continues to receive packets
that would otherwise have been sent to the failed primary unit.

Configuration synchronization means that the new primary unit always has the same configuration as the failed primary
unit. As a result the new primary unit operates in exactly the same way as the failed primary unit. If configuration
synchronization were not available the new primary unit may not process network traffic in the same way as the failed
primary unit.

Kernel routing table synchronization synchronizes the primary unit kernel routing table to all subordinate units so that
after a failover the new primary unit does not have to form a completely new routing table. IPsec VPN SA
synchronization synchronizes IPsec VPN security associations (SAs) and other IPsec session data so that after a
failover the new primary unit can resume IPsec tunnels without having to establish new SAs.

HA heartbeat

The HA heartbeat keeps cluster units communicating with each other. The heartbeat consists of hello packets that are
sent at regular intervals by the heartbeat interface of all cluster units. These hello packets describe the state of the
cluster unit and are used by other cluster units to keep all cluster units synchronized.

HA heartbeat packets are non-TCP packets that use Ethertype values 0x8890, 0x8891, and 0x8893. The default time
interval between HA heartbeats is 200 ms. The FGCP uses link-local IPv4 addresses in the 169.254.0.x range for HA
heartbeat interface IP addresses.
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For best results, isolate the heartbeat devices from your user networks by connecting the heartbeat devices to a
separate switch that is not connected to any network. If the cluster consists of two FortiGates you can connect the
heartbeat device interfaces directly using a crossover cable. Heartbeat packets contain sensitive information about the
cluster configuration. Heartbeat packets may also use a considerable amount of network bandwidth. For these reasons,
it is preferable to isolate heartbeat packets from your user networks.

On startup, a FortiGate configured for HA operation broadcasts HA heartbeat hello packets from its HA heartbeat
interface to find other FortiGates configured to operate in HA mode. If two or more FortiGates operating in HA mode
connect with each other, they compare HA configurations (HA mode, HA password, and HA group ID). If the HA
configurations match, the units negotiate to form a cluster.

While the cluster is operating, the HA heartbeat confirms that all cluster units are functioning normally. The heartbeat
also reports the state of all cluster units, including the communication sessions that they are processing.

Heartbeat interfaces

A heartbeat interface is an Ethernet network interface in a cluster that is used by the FGCP for HA heartbeat
communications between cluster units.

To change the HA heartbeat configuration go to System > HA and select the FortiGate interfaces to use as HA
heartbeat interfaces.

Do not use a switch port for the HA heartbeat traffic. This configuration is not supported.

From the CLI enter the following command to make port4 and port5 HA heartbeat interfaces and give both interfaces a
heartbeat priority of 150:

config system ha
set hbdev port4 150 port5 150
end

The following example shows how to change the default heartbeat interface configuration so that the port4 and port1
interfaces can be used for HA heartbeat communication and to give the port4 interface the highest heartbeat priority so
that port4 is the preferred HA heartbeat interface.

config system ha
set hbdev port4 100 portl 50
end

By default, for most FortiGate models two interfaces are configured to be heartbeat interfaces. You can change the
heartbeat interface configuration as required. For example you can select additional or different heartbeat interfaces.
You can also select only one heartbeat interface.

In addition to selecting the heartbeat interfaces, you also set the Priority for each heartbeat interface. In all cases, the
heartbeat interface with the highest priority is used for all HA heartbeat communication. If the interface fails or becomes
disconnected, the selected heartbeat interface that has the next highest priority handles all heartbeat communication.

If more than one heartbeat interface has the same priority, the heartbeat interface with the highest priority that is also
highest in the heartbeat interface list is used for all HA heartbeat communication. If this interface fails or becomes
disconnected, the selected heartbeat interface with the highest priority that is next highest in the list handles all heartbeat
communication.
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The default heartbeat interface configuration sets the priority of two heartbeat interfaces to 50. You can accept the
default heartbeat interface configuration if one or both of the default heartbeat interfaces are connected. You can select
different heartbeat interfaces, select more heartbeat interfaces and change heartbeat priorities according to your
requirements.

For the HA cluster to function correctly, you must select at least one heartbeat interface and this interface of all of the
cluster units must be connected together. If heartbeat communication is interrupted and cannot failover to a second
heartbeat interface, the cluster units will not be able to communicate with each other and more than one cluster unit may
become a primary unit. As a result the cluster stops functioning normally because multiple devices on the network may
be operating as primary units with the same IP and MAC addresses creating a kind if split brain scenario.

The heartbeat interface priority range is 0 to 512. The default priority when you select a new heartbeat interface is 0. The
higher the number the higher the priority.

In most cases you can maintain the default heartbeat interface configuration as long as you can connect the heartbeat
interfaces together. Configuring HA heartbeat interfaces is the same for virtual clustering and for standard HA clustering.

You can enable heartbeat communications for physical interfaces, but not for VLAN subinterfaces, IPsec VPN
interfaces, redundant interfaces, or for 802.3ad aggregate interfaces. You cannot select these types of interfaces in the
heartbeat interface list.

Selecting more heartbeat interfaces increases reliability. If a heartbeat interface fails or is disconnected, the HA
heartbeat fails over to the next heartbeat interface.

You can select up to 8 heartbeat interfaces. This limit only applies to FortiGates with more than 8 physical interfaces.

HA heartbeat traffic can use a considerable amount of network bandwidth. If possible, enable HA heartbeat traffic on
interfaces used only for HA heartbeat traffic or on interfaces connected to less busy networks.

Connecting HA heartbeat interfaces

For most FortiGate models if you do not change the heartbeat interface configuration, you can isolate the default
heartbeat interfaces of all of the cluster units by connecting them all to the same switch. Use one switch per heartbeat
interface. If the cluster consists of two units you can connect the heartbeat interfaces together using crossover cables.

HA heartbeat and data traffic are supported on the same cluster interface. In NAT mode, if you decide to use heartbeat
interfaces for processing network traffic or for a management connection, you can assign the interface any IP address.
This IP address does not affect HA heartbeat traffic.

In transparent mode, you can connect the heartbeat interface to your network and enable management access. You
would then establish a management connection to the interface using the transparent mode management IP address.
This configuration does not affect HA heartbeat traffic.

Heartbeat packets and heartbeat interface selection

HA heartbeat hello packets are constantly sent by all of the enabled heartbeat interfaces. Using these hello packets,
each cluster unit confirms that the other cluster units are still operating. The FGCP selects one of the heartbeat
interfaces to be used for communication between the cluster units. The FGCP selects the heartbeat interface for
heartbeat communication based on the linkfail states of the heartbeat interfaces, on the priority of the heartbeat
interfaces, and on the interface index.

The FGCP checks the linkfail state of all heartbeat interfaces to determine which ones are connected. The FGCP selects
one of these connected heartbeat interfaces to be the one used for heartbeat communication. The FGCP selects the
connected heartbeat interface with the highest priority for heartbeat communication.
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If more than one connected heartbeat interface has the highest priority the FGCP selects the heartbeat interface with the
lowest interface index. The GUI lists the FortiGate interfaces in alphabetical order. This order corresponds to the
interface index order with lowest index at the top and highest at the bottom. If more than one heartbeat interface has the
highest priority, the FGCP selects the interface that is highest in the heartbeat interface list (or first in alphabetical order)
for heartbeat communication.

If the interface that is processing heartbeat traffic fails or becomes disconnected, the FGCP uses the same criteria to
select another heartbeat interface for heartbeat communication. If the original heartbeat interface is fixed or
reconnected, the FGCP again selects this interface for heartbeat communication.

The HA heartbeat communicates cluster session information, synchronizes the cluster configuration, synchronizes the
cluster kernel routing table, and reports individual cluster member status. The HA heartbeat constantly communicates
HA status information to make sure that the cluster is operating properly.

HA heartbeat interface IP addresses

The FGCP uses link-local IPv4 addresses (RFC 3927) in the 169.254.0.x range for HA heartbeat interface IP addresses
and for inter-VDOM link interface IP addresses. When members join an HA cluster, each member's heartbeat interface
(port_ha) is assigned an IP address from the range 169.254.0.1 - 169.254.0.63. HA inter-VDOM link interfaces are
assigned IP address from the range 169.254.0.65 - 169.254.0.66.

The IP address that is assigned to a heartbeat interface depends on the serial number priority of the member. Higher
serial numbers have a higher priority, and therefore a serialno prio number, for example:

# diagnose sys ha status

FGVM08TM20002729: Secondary, serialno prio=0, usr priority=128, hostname=FGVM08TM20002729
FGVM08TM19003638: Primary, serialno_prio=1l, usr priority=128, hostname=FGVM08TM19003638

The member with serialno prio=0 is assigned IP address 169.254.0.1, serialno_prio=1 is assigned
169.254.0.2, and so forth.

The get system ha status command shows the HA heartbeat interface IP address of the primary unit:

# get system ha status

vcluster 1: work 169.254.0.2

The diagnose ip address 1list command shows the device's assigned IP addresses:

# diagnose ip address list

IP=172.16.151.84->172.16.151.84/255.255.255.0 index=3 devname=portl
IP=192.168.2.204->192.168.2.204/255.255.255.0 index=6 devname=port2
IP=10.10.10.1->10.10.10.1/255.255.255.0 index=9 devname=port3
IP=127.0.0.1->127.0.0.1/255.0.0.0 index=13 devname=root
IP=127.0.0.1->127.0.0.1/255.0.0.0 index=16 devname=vsys_ha
IP=169.254.0.2->169.254.0.2/255.255.255.192 index=17 devname=port ha
IP=127.0.0.1->127.0.0.1/255.0.0.0 index=18 devname=vsys_ fgfm
IP=169.254.0.65->169.254.0.65/255.255.255.192 index=19 devname=havdlinkO
IP=169.254.0.66->169.254.0.66/255.255.255.192 index=20 devname=havdlinkl

You can also use the execute traceroute command from the subordinate unit CLI to display HA heartbeat IP
addresses and the HA inter-VDOM link IP addresses. For example, use execute ha manage 1 toconnectto the
subordinate unit CLI and then enter the following command to trace the route to an IP address on your network:

# execute traceroute 172.20.20.10
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traceroute to 172.20.20.10 (172.20.20.10), 32 hops max, 72 byte packets
1 169.254.0.1 0 ms 0 ms 0 ms
2 169.254.0.66 0 ms 0 ms O ms
3 172.20.20.10 0 ms 0 ms 0O ms

Both HA heartbeat and data traffic are supported on the same FortiGate interface. All heartbeat communication takes
place on a separate VDOM called vsys_ha. Heartbeat traffic uses a virtual interface called port_ha in the vsys_ha
VDOM. Data and heartbeat traffic use the same physical interface, but they’re logically separated into separate VDOMs.

Heartbeat packet Ethertypes

Normal IP packets are 802.3 packets that have an Ethernet type (Ethertype) field value of 0x0800. Ethertype values
other than 0x0800 are understood as level 2 frames rather than IP packets.

By default, HA heartbeat packets use the following Ethertypes:

» HA heartbeat packets for NAT mode clusters use Ethertype 0x8890. These packets are used by cluster units to find
other cluster units and to verify the status of other cluster units while the cluster is operating. You can change the
Ethertype of these packets using the ha-eth-type option ofthe config system hacommand.

« HA heartbeat packets for transparent mode clusters use Ethertype 0x8891. These packets are used by cluster units
to find other cluster units and to verify the status of other cluster units while the cluster is operating. You can change
the Ethertype of these packets using the hc-eth-type option of the config system ha command.

» HAtelnet sessions between cluster units over HA heartbeat links use Ethertype 0x8893. The telnet sessions allow
an administrator to connect between FortiGates in the cluster using the execute ha manage command. You can
change the Ethertype of these packets using the 12ep-eth-type option of the config system ha command.

Because heartbeat packets are recognized as level 2 frames, the switches and routers on your heartbeat network that
connect to heartbeat interfaces must be configured to allow them. If level2 frames are dropped by these network
devices, heartbeat traffic will not be allowed between the cluster units.

Some third-party network equipment may use packets with these Ethertypes for other purposes. For example, Cisco
N5K/Nexus switches use Ethertype 0x8890 for some functions. When one of these switches receives Ethertype 0x8890
packets from an attached cluster unit, the switch generates CRC errors and the packets are not forwarded. As a result,
FortiGates connected with these switches cannot form a cluster.

In some cases, if the heartbeat interfaces are connected and configured so regular traffic flows but heartbeat traffic is not
forwarded, you can change the configuration of the switch that connects the HA heartbeat interfaces to allow level2
frames with Ethertypes 0x8890, 0x8891, and 0x8893 to pass.

Alternatively, you can use the following CLI options to change the Ethertypes of the HA heartbeat packets:

config system ha

set ha-eth-type <ha ethertype 4-digit hex

set hc-eth-type <hc ethertype 4-digit ex>

set l2ep-eth-type <l2ep ethertype 4-digit hex>
end

For example, use the following command to change the Ethertype of the HA heartbeat packets from 0x8890 to 0x8895
and to change the Ethertype of HA Telnet session packets from 0x8891 to 0x889f:

config system ha
set ha-eth-type 8895
set 1l2ep-eth-type 889f
end
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Modifying heartbeat timing

In an HA cluster, if a cluster unit CPU becomes very busy, the cluster unit may not be able to send heartbeat packets on
time. If heartbeat packets are not sent on time other units in the cluster may think that the cluster unit has failed and the
cluster will experience a failover.

A cluster unit CPU may become very busy if the cluster is subject to a syn flood attack, if network traffic is very heavy, or
for other similar reasons. You can use the following CLI commands to configure how the cluster times HA heartbeat
packets:

config system ha
set hb-interval <interval integer>
set hb-lost-threshold <threshold integer>
set hello-holddown <holddown integer>

end

Changing the lost heartbeat threshold

The lost heartbeat threshold is the number of consecutive heartbeat packets that are not received from another cluster
unit before assuming that the cluster unit has failed. The default value is 6, meaning that if 6 heartbeat packets are not
received from a cluster unit then that cluster unit is considered to have failed. The range is 1 to 60 packets.

If the primary unit does not receive a heartbeat packet from a subordinate unit before the heartbeat threshold expires,
the primary unit assumes that the subordinate unit has failed.

If a subordinate unit does not receive a heartbeat packet from the primary unit before the heartbeat threshold expires,
the subordinate unit assumes that the primary unit has failed. The subordinate unit then begins negotiating to become
the new primary unit.

The lower the hb-1ost-threshold the faster a cluster responds when a unit fails. However, sometimes heartbeat
packets may not be sent because a cluster unit is very busy. This can lead to a false positive failure detection. To reduce
these false positives you can increase the hb-lost-threshold.

Use the following CLI command to increase the lost heartbeat threshold to 12:

config system ha
set hb-lost-threshold 12
end

Changing the heartbeat interval
The heartbeat interval is the time between sending HA heartbeat packets. The heartbeat interval range is 1 to 20
(100*ms). The heartbeat interval default is 2 (200 ms).

A heartbeat interval of 2 means the time between heartbeat packets is 200 ms. Changing the heartbeat interval to 5
changes the time between heartbeat packets to 500 ms (5 * 100ms = 500ms).

The HA heartbeat packets consume more bandwidth if the heartbeat interval is short. But if the heartbeat interval is very
long, the cluster is not as sensitive to topology and other network changes.

Use the following CLI command to increase the heartbeat interval to 10:

config system ha
set hb-interval 10
end
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The heartbeat interval combines with the lost heartbeat threshold to set how long a cluster unit waits before assuming
that another cluster unit has failed and is no longer sending heartbeat packets. By default, if a cluster unit does not
receive a heartbeat packet from a cluster unit for 6 * 200 = 1200 milliseconds or 1.2 seconds the cluster unit assumes
that the other cluster unit has failed.

You can increase both the heartbeat interval and the lost heartbeat threshold to reduce false positives. For example,
increasing the heartbeat interval to 20 and the lost heartbeat threshold to 30 means a failure will be assumed if no
heartbeat packets are received after 30 * 2000 milliseconds = 60,000 milliseconds, or 60 seconds.

Use the following CLI command to increase the heartbeat interval to 20 and the lost heartbeat threshold to 30:

config system ha
set hb-lost-threshold 20
set hb-interval 30

end

Changing the time to wait in the hello state

The hello state hold-down time is the number of seconds that a cluster unit waits before changing from hello state to work
state. After a failure or when starting up, cluster units operate in the hello state to send and receive heartbeat packets so
that all the cluster units can find each other and form a cluster. A cluster unit should change from the hello state to work
state after it finds all of the other FortiGates to form a cluster with. If for some reason all cluster units cannot find each
other during the hello state then some cluster units may be joining the cluster after it has formed. This can cause
disruptions to the cluster and affect how it operates.

One reason for a delay in all of the cluster units joining the cluster could be the cluster units are located at different sites
of if for some other reason communication is delayed between the heartbeat interfaces.

If cluster units are joining your cluster after it has started up of if it takes a while for units to join the cluster you can
increase the time that the cluster units wait in the hello state. The hello state hold-down time range is 5 to 300 seconds.
The hello state hold-down time default is 20 seconds.

Use the following CLI command to increase the time to wait in the hello state to 1 minute (60 seconds):

config system ha
set hello-holddown 60
end

Enabling or disabling HA heartbeat encryption and authentication

You can enable HA heartbeat encryption and authentication to encrypt and authenticate HA heartbeat packets. HA
heartbeat packets should be encrypted and authenticated if the cluster interfaces that send HA heartbeat packets are
also connected to your networks.

If HA heartbeat packets are not encrypted the cluster password and changes to the cluster configuration could be
exposed and an attacker may be able to sniff HA packets to get cluster information. Enabling HA heartbeat message
authentication prevents an attacker from creating false HA heartbeat messages. False HA heartbeat messages could
affect the stability of the cluster.

HA heartbeat encryption and authentication are disabled by default. Enabling HA encryption and authentication could
reduce cluster performance. Use the following CLI command to enable HA heartbeat encryption and authentication.
config system ha

set authentication enable

set encryption enable
end
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HA authentication and encryption uses AES-128 for encryption and SHA1 for authentication. Heartbeat messages are
encrypted and encapsulated in ESP packets for transfer in an IPsec tunnel between the cluster members.

Heartbeat bandwidth requirements

The majority of the traffic processed by the HA heartbeat interface is session synchronization traffic. Other heartbeat
interface traffic required to synchronize IPsec state/keys, routing tables, configuration changes, and so on is usually
negligible.

The amount of traffic required for session synchronization depends on the connections per second (CPS) that the cluster
is processing since only new sessions (and session table updates) need to be synchronized.

Another factor to consider is that if session pickup is enabled, traffic on the heartbeat interface surges during a failover or
when a unit joins or re-joins the cluster. When one of these events happens, the whole session table needs to be
synchronized. Lower bandwidth HA heartbeat interfaces may increase failover time if they can't handle the higher
demand during these events.

You can also reduce the amount of heartbeat traffic by:

« Turning off session pickup if you don't need it,
o Configuring session-pickup-delay to reduce the number of sessions that are synchronized,
o Using the session-sync-dev option to move session synchronization traffic off of the heartbeat link.

See Improving session synchronization performance on page 1 for details.

Unicast HA heartbeat

In virtual machine (VM) environments that do not support broadcast communication, you can set up unicast HA
heartbeat when configuring HA. Setting up unicast HA heartbeat consists of enabling the feature and adding a peer IP
address. The peer IP address is the |P address of the HA heartbeat interface of the other FortiGate VM in the HA cluster.

You can enable unicast HA heartbeat from the GUI by going to System > HA and enabling Unicast heartbeat and
adding an Peer IP, which is the address of the heartbeat interface of the other FortiGate VM in the HA cluster.

Enter the following CLI command to enable unicast HA heartbeat over the port3 interface:

config system ha

set hbdev port3 50

set unicast-hb enable

set unicast-hb-peerip 172.30.3.12
end

Unicast HA is only supported between two FortiGates VMs. The heartbeat interfaces must be connected to the same
network and you must add IP addresses to these interfaces.

Cluster virtual MAC addresses

When a cluster is operating, the FGCP assigns virtual MAC addresses to each primary unit interface. HA uses virtual
MAC addresses so that if a failover occurs, the new primary unit interfaces will have the same virtual MAC addresses
and IP addresses as the failed primary unit. As a result, most network equipment would identify the new primary unit as
the exact same device as the failed primary unit.
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If the MAC addresses changed after a failover, the network would take longer to recover because all attached network
devices would have to learn the new MAC addresses before they could communicate with the cluster.

If a cluster is operating in NAT mode, the FGCP assigns a different virtual MAC address to each primary unit interface.
VLAN subinterfaces are assigned the same virtual MAC address as the physical interface that the VLAN subinterface is
added to. Redundant interfaces or 802.3ad aggregate interfaces are assigned the virtual MAC address of the first
interface in the redundant or aggregate list.

If a cluster is operating in transparent mode, the FGCP assigns a virtual MAC address for the primary unit management
IP address. Since you can connect to the management IP address from any interface, all of the FortiGate interfaces
appear to have the same virtual MAC address.

A\,

- P A MAC address conflict can occur if two clusters are operating on the same network. See
? Diagnosing packet loss with two FortiGate HA clusters in the same broadcast domain on page 352
- for more information.
Ay

Subordinate unit MAC addresses do not change. You can verify this by connecting to the
subordinate unit CLI and using the get hardware interface niccommand to display the
MAC addresses of each FortiGate interface.

l|°:

[}
‘Q' The MAC address of a reserved management interface is not changed to a virtual MAC address.
- Instead the reserved management interface keeps its original MAC address.

rd
<

When the new primary unit is selected after a failover, the primary unit sends gratuitous ARP packets to update the
devices connected to the cluster interfaces (usually layer-2 switches) with the virtual MAC address. Gratuitous ARP
packets configure connected network devices to associate the cluster virtual MAC addresses and cluster IP address with
primary unit physical interfaces and with the layer-2 switch physical interfaces. This is sometimes called using gratuitous
ARP packets (sometimes called GARP packets) to train the network. The gratuitous ARP packets sent from the primary
unit are intended to make sure that the layer-2 switch forwarding databases (FDBs) are updated as quickly as possible.

Sending gratuitous ARP packets is not required for routers and hosts on the network because the new primary unit will
have the same MAC and IP addresses as the failed primary unit. However, since the new primary unit interfaces are
connected to different switch interfaces than the failed primary unit, many network switches will update their FDBs more
quickly after a failover if the new primary unit sends gratuitous ARP packets.

Changing how the primary unit sends gratuitous ARP packets after a failover

When a failover occurs it is important that the devices connected to the primary unit update their FDBs as quickly as
possible to reestablish traffic forwarding.

Depending on your network configuration, you may be able to change the number of gratuitous ARP packets and the
time interval between ARP packets to reduce the cluster failover time.

You cannot disable sending gratuitous ARP packets, but you can use the following command to change the number of
packets that are sent. For example, enter the following command to send 20 gratuitous ARP packets:

config system ha
set arps 20
end
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You can use this command to configure the primary unit to send from 1 to 60 ARP packets. Usually you would not
change the default setting of 5. In some cases, however, you might want to reduce the number of gratuitous ARP
packets. For example, if your cluster has a large number of VLAN interfaces and virtual domains and because gratuitous
ARP packets are broadcast, sending a higher number gratuitous ARP packets may generate a lot of network traffic. As
long as the cluster still fails over successfully, you could reduce the number of gratuitous ARP packets that are sent to
reduce the amount of traffic produced after a failover.

If failover is taking longer that expected, you may be able to reduce the failover time by increasing the number gratuitous
ARP packets sent.

You can also use the following command to change the time interval in seconds between gratuitous ARP packets. For
example, enter the following command to change the time between ARP packets to 3 seconds:

config system ha
set arps-interval 3
end

The time interval can be in the range of 1 to 20 seconds. The default is 8 seconds between gratuitous ARP packets.
Normally you would not need to change the time interval. However, you could decrease the time to be able send more
packets in less time if your cluster takes a long time to failover.

There may also be a number of reasons to set the interval higher. For example, if your cluster has a large number of
VLAN interfaces and virtual domains and because gratuitous ARP packets are broadcast, sending gratuitous ARP
packets may generate a lot of network traffic. As long as the cluster still fails over successfully you could increase the
interval to reduce the amount of traffic produced after a failover.

For more information about gratuitous ARP packets see RFC 826 and RFC 3927.

Disabling gratuitous ARP packets after a failover

You can use the following command to turn off sending gratuitous ARP packets after a failover:

config system ha
set gratuitous-arps disable
end

Sending gratuitous ARP packets is turned on by default.

In most cases you would want to send gratuitous ARP packets because its a reliable way for the cluster to notify the
network to send traffic to the new primary unit. However, in some cases, sending gratuitous ARP packets may be less
optimal. For example, if you have a cluster of FortiGates in transparent mode, after a failover the new primary unit will
send gratuitous ARP packets to all of the addresses in its Forwarding Database (FDB). If the FDB has a large number of
addresses it may take extra time to send all the packets and the sudden burst of traffic could disrupt the network.

If you choose to disable sending gratuitous ARP packets you must first enable the 1ink-failed-signal setting. The
cluster must have some way of informing attached network devices that a failover has occurred.

For more information about the 1ink-failed-signal setting, see Updating MAC forwarding tables when a link
failover occurs on page 369.

How the virtual MAC address is determined

The virtual MAC address is determined based on following formula:
00-09-0£f-09-<group-id hex>- (<vcluster integer> + <idx>)

where
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<group-id hex> is the HA Group ID for the cluster converted to hexadecimal. The following table lists the virtual MAC
address set for each group ID.

HA group ID in integer and hexadecimal format

Integer Group ID Hexadecimal Group ID
0 00

1 01

2 02

3 03

4 04

10 0Oa

11 0b

63 3f

255 ff

<vcluster integer>is 0 for virtual cluster 1 and 20 for virtual cluster 2. If virtual domains are not enabled, HA sets
the virtual cluster to 1 and by default all interfaces are in the root virtual domain. Including virtual cluster and virtual
domain factors in the virtual MAC address formula means that the same formula can be used whether or not virtual
domains and virtual clustering is enabled.

<idx> is the index number of the interface. Interfaces are numbered from 0 to x (where x is the number of interfaces).
Interfaces are numbered according to their has map order. The first interface has an index of 0. The second interface in
the list has an index of 1 and so on.

Al
‘Q' Only the <idx> part of the virtual MAC address is different for each interface. The <vcluster

integer> would be different for different interfaces if multiple VDOMs have been added.

vy
‘?' Between FortiOS releases interface indexing may change so the virtual MAC addresses assigned to

individual FortiGate interfaces may also change.

Example virtual MAC addresses

An HA cluster with HA group ID unchanged (default=0) and virtual domains not enabled would have the following virtual
MAC addresses for interfaces port1 to port12:

e port1 virtual MAC: 00-09-0£f-09-00-06
e port2 virtual MAC: 00-09-0£-09-00-07
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If the group ID is changed to 34 these virtual MAC addresses change to:

port3 virtual MAC
port4 virtual MAC
port5 virtual MAC
port6 virtual MAC
port? virtual MAC
port8 virtual MAC
port9 virtual MAC

port10 virtual MAC: 00-09-0£-09-00-0f
port11 virtual MAC: 00-09-0£f-09-00-10
port12 virtual MAC: 00-09-0£f-09-00-11

port1 virtual MAC
port2 virtual MAC
port3 virtual MAC
port4 virtual MAC
port5 virtual MAC
port6 virtual MAC
port7 virtual MAC
port8 virtual MAC
port9 virtual MAC

port10 virtual MAC: 00-09-0f-09-22-0f
port11 virtual MAC: 00-09-0£f-09-22-10
port12 virtual MAC: 00-09-0£f-09-22-11

:00-09-0£-09-00-08
:00-09-0£-09-00-09
:00-09-0£-09-00-0a
:00-09-0£-09-00-0b
:00-09-0£-09-00-0c
:00-09-0£-09-00-0d
:00-09-0£-09-00-0e

:00-09-0£-09-22-06
:00-09-0£-09-22-07
:00-09-0£-09-22-08
:00-09-0£-09-22-09
:00-09-0£-09-22-0a
:00-09-0£-09-22-0b
:00-09-0£-09-22-0c
:00-09-0£-09-22-0d
:00-09-0£-09-22-0e

350

A cluster with virtual domains enabled where the HA group ID has been changed to 35, port5 and port 6 are in the root
virtual domain (which is in virtual cluster1), and port7 and port8 are in the vdom_1 virtual domain (which is in virtual

cluster 2) would have the following virtual MAC addresses:

« port5 interface virtual MAC: 00-09-0£-09-23-0a
« port6 interface virtual MAC: 00-09-0£-09-23-0b
o port7 interface virtual MAC: 00-09-0f-09-23-2c
« port8 interface virtual MAC: 00-09-0£-09-23-2d

Displaying the virtual MAC address

Every FortiGate physical interface has two MAC addresses: the current hardware address and the permanent hardware
address. The permanent hardware address cannot be changed, it is the actual MAC address of the interface hardware.
The current hardware address can be changed. The current hardware address is the address seen by the network. For a
FortiGate not operating in HA, you can use the following command to change the current hardware address of the port1
interface:

config system interface

end

edit portl

set macaddr

end
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For an operating cluster, the current hardware address of each cluster unit interface is changed to the HA virtual MAC
address by the FGCP. The macaddr option is not available for a functioning cluster. You cannot change an interface
MAC address and you cannot view MAC addresses from the system interface CLI command.

You can use the get hardware nic <interface name str>command to display both MAC addresses for any
FortiGate interface. This command displays hardware information for the specified interface. Depending on their
hardware configuration, this command may display different information for different interfaces. You can use this
command to display the current hardware address as Current HWaddr and the permanent hardware address as
Permanent HWaddr.For some interfaces the current hardware address is displayed as MAC. The command displays a
great deal of information about the interface so you may have to scroll the output to find the hardware addresses.

Ay
‘?' You can also use the diagnose hardware deviceinfo nic <interface str>command
to display both MAC addresses for any FortiGate interface.

Before HA configuration the current and permanent hardware addresses are the same. For example for one of the units
in Cluster_1:

FGT60B3907503171 # get hardware nic internal

MAC: 02:09:0£:78:18:c9
Permanent HWaddr: 02:09:0£:78:18:c9

During HA operation the current hardware address becomes the HA virtual MAC address, for example for the units in
Cluster_1:

FGT60B3907503171 # get hardware nic internal

MAC: 00:09:0£:09:00:02
Permanent HWaddr: 02:09:0£:78:18:c9

The following command output for Cluster_2 shows the same current hardware address for port1 as for the internal
interface of Cluster_2, indicating a MAC address conflict.

FG300A2904500238 # get hardware nic portl

MAC: 00:09:0£:09:00:02
Permanent HWaddr: 00:09:0F:85:40:FD
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Diagnosing packet loss with two FortiGate HA clusters in the same broadcast domain

A network may experience packet loss when two FortiGate HA clusters have been deployed in the same broadcast
domain. Deploying two HA clusters in the same broadcast domain can result in packet loss because of MAC address
conflicts. The packet loss can be diagnosed by pinging from one cluster to the other or by pinging both of the clusters
from a device within the broadcast domain. You can resolve the MAC address conflict by changing the HA Group ID
configuration of the two clusters. The HA Group ID is sometimes also called the Cluster ID.

This section describes a topology that can result in packet loss, how to determine if packets are being lost, and how to
correct the problem by changing the HA Group ID.

NP Packet loss on a network can also be caused by IP address conflicts. Finding and fixing IP address
S L4 . cee . . . .
q conflicts can be difficult. However, if you are experiencing packet loss and your network contains two
- FortiGate HA clusters you can use the information in this article to eliminate one possible source of
- packet loss.

Changing the HA group ID to avoid MAC address conflicts
Change the Group ID to change the virtual MAC address of all cluster interfaces. You can change the Group ID from the
FortiGate CLI using the following command:

config system ha
set group-id <id integer>
end

Example topology

The topology below shows two clusters. The Cluster_1 internal interfaces and the Cluster_2 port 1 interfaces are both
connected to the same broadcast domain. In this topology the broadcast domain could be an internal network. Both
clusters could also be connected to the internet or to different networks.
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Example HA topology with possible MAC address conflicts

FortiGate FortiGate

[ FesRTinET

Port 3 Port 3

Cluster 2

L2 Switch
FortiGate FortiGate
Internal Internal
FiEATINET | | Wan 2 Wan 2 M[FeRminer.
| - ... ... 55

Ping testing for packet loss

If the network is experiencing packet loss, it is possible that you will not notice a problem unless you are constantly
pinging both HA clusters. During normal operation of the network you also might not notice packet loss because the loss
rate may not be severe enough to timeout TCP sessions. Also many common types if TCP traffic, such as web browsing,
may not be greatly affected by packet loss. However, packet loss can have a significant effect on real time protocols that
deliver audio and video data.

To test for packet loss you can set up two constant ping sessions, one to each cluster. If packet loss is occurring the two
ping sessions should show alternating replies and timeouts from each cluster.

Cluster_1 Cluster_2
reply timeout
reply timeout
reply timeout
timeout reply
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Cluster_1 Cluster_2
timeout reply
reply timeout
reply timeout
timeout reply
timeout reply
timeout reply
timeout reply

Viewing MAC address conflicts on attached switches

If two HA clusters with the same virtual MAC address are connected to the same broadcast domain (L2 switch or hub),
the MAC address will conflict and bounce between the two clusters. This example Cisco switch MAC address table
shows the MAC address flapping between different interfaces (1/0/1 and 1/0/4).

1 0009.0£f09.0002 DYNAMIC Gil/0/1
1 0009.0£f09.0002 DYNAMIC Gil/0/4

Synchronizing the configuration

The FGCP uses a combination of incremental and periodic synchronization to make sure that the configuration of all
cluster units is synchronized to that of the primary unit.

The following settings are not synchronized between cluster units:

o The FortiGate host name

o GUI Dashboard widgets

o HA override

» HA device priority

o The virtual cluster priority

» The HA priority setting for a ping server (or dead gateway detection) configuration

o The system interface settings of the HA reserved management interface

« The HA default route for the reserved management interface, set using the ha-mgmt-interface-gateway
option of the config system ha command

Most subscriptions and licenses are not synchronized, as each FortiGate must be licensed individually. FortiToken
Mobile is an exception; they are registered to the primary unit and synchronized to the slaves.

The primary unit synchronizes all other configuration settings, including the other HA configuration settings.

All synchronization activity takes place over the HA heartbeat link using TCP/703 and UDP/703 packets.

Disabling automatic configuration synchronization
In some cases you may want to use the following command to disable automatic synchronization of the primary unit

configuration to all cluster units.

config system ha
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set sync-config disable
end

When this option is disabled the cluster no longer synchronizes configuration changes. If a device failure occurs, the new
primary unit may not have the same configuration as the failed primary unit. As a result, the new primary unit may
process sessions differently or may not function on the network in the same way.

In most cases you should not disable automatic configuration synchronization. However, if you have disabled this
feature you can use the execute ha synchronize command to manually synchronize a subordinate unit’s
configuration to that of the primary unit.

You must enter execute ha synchronize commands from the subordinate unit that you want to synchronize with
the primary unit. Use the execute ha manage command to access a subordinate unit CLI.

For example, to access the first subordinate unit and force a synchronization at any time, even if automatic
synchronization is disabled enter:

execute ha manage 0
execute ha synchronize start

You can use the following command to stop a synchronization that is in progress.

execute ha synchronize stop

Incremental synchronization

When you log into the cluster GUI or CLI to make configuration changes, you are actually logging into the primary unit.
All of your configuration changes are first made to the primary unit. Incremental synchronization then immediately
synchronizes these changes to all of the subordinate units.

When you log into a subordinate unit CLI (for example using execute ha manage) all of the configuration changes
that you make to the subordinate unit are also immediately synchronized to all cluster units, including the primary unit,
using the same process.

Incremental synchronization also synchronizes other dynamic configuration information such as the DHCP server
address lease database, routing table updates, IPsec SAs, MAC address tables, and so on. See DHCP and PPPoE
compatability on page 216 for more information about DHCP server address lease synchronization and Synchronizing
kernel routing tables on page 362 for information about routing table updates.

Whenever a change is made to a cluster unit configuration, incremental synchronization sends the same configuration
change to all other cluster units over the HA heartbeat link. An HA synchronization process running on the each cluster
unit receives the configuration change and applies it to the cluster unit. The HA synchronization process makes the
configuration change by entering a CLI command that appears to be entered by the administrator who made the
configuration change in the first place.

Synchronization takes place silently, and no log messages are recorded about the synchronization activity. However, log
messages can be recorded by the cluster units when the synchronization process enters CLI commands. You can see
these log messages on the subordinate units if you enable event logging and set the minimum severity level to
Information and then check the event log messages written by the cluster units when you make a configuration change.

You can also see these log messages on the primary unit if you make configuration changes from a subordinate unit.

Periodic synchronization

Incremental synchronization makes sure that as an administrator makes configuration changes, the configurations of all
cluster units remain the same. However, a number of factors could cause one or more cluster units to go out of sync with
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the primary unit. For example, if you add a new unit to a functioning cluster, the configuration of this new unit will not
match the configuration of the other cluster units. Its not practical to use incremental synchronization to change the
configuration of the new unit.

Periodic synchronization is a mechanism that looks for synchronization problems and fixes them. Every minute the
cluster compares the configuration file checksum of the primary unit with the configuration file checksums of each of the
subordinate units. If all subordinate unit checksums are the same as the primary unit checksum, all cluster units are
considered synchronized.

If one or more of the subordinate unit checksums is not the same as the primary unit checksum, the subordinate unit
configuration is considered out of sync with the primary unit. The checksum of the out of sync subordinate unit is
checked again every 15 seconds. This re-checking occurs in case the configurations are out of sync because an
incremental configuration sequence has not completed. If the checksums do not match after 5 checks the subordinate
unit that is out of sync retrieves the configuration from the primary unit. The subordinate unit then reloads its
configuration and resumes operating as a subordinate unit with the same configuration as the primary unit.

The configuration of the subordinate unit is reset in this way because when a subordinate unit configuration gets out of
sync with the primary unit configuration there is no efficient way to determine what the configuration differences are and
to correct them. Resetting the subordinate unit configuration becomes the most efficient way to resynchronize the
subordinate unit.

Synchronization requires that all cluster units run the same FortiOS firmware build. If some cluster units are running
different firmware builds, then unstable cluster operation may occur and the cluster units may not be able to synchronize
correctly.

Ay
‘Q' Re-installing the firmware build running on the primary unit forces the primary unit to upgrade all
- cluster units to the same firmware build.

Console messages when configuration synchronization succeeds

When a cluster first forms, or when a new unit is added to a cluster as a subordinate unit, the following messages appear
on the CLI console to indicate that the unit joined the cluster and had its configuring synchronized with the primary unit.

slave's configuration is not in sync with master's, sequence:0

slave's configuration is not in sync with master's, sequence:l
slave's configuration is not in sync with master's, sequence:2
slave's configuration is not in sync with master's, sequence:3
slave's configuration is not in sync with master's, sequence:4
slave starts to sync with master

logout all admin users

slave succeeded to sync with master

Console messages when configuration synchronization fails

If you connect to the console of a subordinate unit that is out of synchronization with the primary unit, messages similar
to the following are displayed.

slave is not in sync with master, sequence:0. (type 0x3)
slave is not in sync with master, sequence:1. (type 0x3)
slave is not in sync with master, sequence:2. (type 0x3)
slave is not in sync with master, sequence:3. (type 0x3)
slave is not in sync with master, sequence:4. (type 0x3)
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If synchronization problems occur the console message sequence may be repeated over and over again. The messages
allinclude a type value (in the example type 0x3). The type value can help Fortinet Support diagnose the

synchronization problem.

HA out of sync object messages and the configuration objects that they reference

Out of Sync Message

Configuration Object

HA SYNC SETTING CONFIGURATION = 0x03
HA SYNC SETTING AV = 0x10

HA SYNC SETTING VIR DB = 0x11

HA SYNC_SETTING SHARED LIB = 0x12

HA SYNC_SETTING SCAN UNIT = 0x13

HA SYNC SETTING IMAP PRXY = 0x14

HA SYNC SETTING SMTP_ PRXY = 0x15

HA SYNC_SETTING POP3 PRXY = 0x16

HA SYNC SETTING HTTP PRXY = 0x17

HA SYNC SETTING FTP_PRXY = 0x18

HA SYNC SETTING FCNI

0x19

Ox1la

HA SYNC SETTING FDNI
HA SYNC_SETTING FSCI = 0xlb

HA SYNC SETTING FSAE = Oxlc

HA SYNC_SETTING IDS = 0x20

HA SYNC SETTING IDSUSER RULES = 0x21
HA SYNC SETTING IDSCUSTOM = 0x22

HA SYNC SETTING IDS MONITOR = 0x23
HA SYNC SETTING IDS SENSOR = 0x24

HA SYNC SETTING NIDS LIB = 0x25

HA SYNC SETTING WEBLISTS = 0x30

HA SYNC SETTING CONTENTFILTER = 0x31

HA SYNC SETTING URLFILTER = 0x32

HA SYNC SETTING_FTGD OVRD = 0x33

HA SYNC SETTING FTGD LRATING = 0x34

HA SYNC_SETTING EMAILLISTS = 0x40
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/data/config

/etc/vir
/data/lib/libav.so
/bin/scanunitd
/bin/imapd
/bin/smtp

/bin/pop3
/bin/thttp
/bin/ftpd
/etc/fcni.dat
/etc/fdnservers.dat

/etc/sci.dat

/etc/fsae adgrp.cache

/etc/ids.rules

/etc/idsuser.rules

/bin/ipsmonitor
/bin/ipsengine

/data/lib/libips.so

/data/cmdb/webfilter
/data/cmdb/webfilter
/data/cmdb/webfilter

/data/cmdb/webfilter

.bword
.urlfilter
.fgtd-ovrd

.fgtd-ovrd
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HA SYNC SETTING EMAIL
HA SYNC SETTING EMAIL

HA_SYNC_SETTING IPBWL

CONTENT = 0x41

BWLIST = 0x42

= 0x43

HA SYNC_SETTING MHEADER = 0x44

HA SYNC SETTING RBL =

HA SYNC_SETTING CERT
HA SYNC_ SETTING CERT
HA SYNC SETTING CERT

HA SYNC_ SETTING CERT

HA SYNC SETTING DB VE
HA GET DETAIL CSUM =
HA SYNC CC SIG = 0x75
HA SYNC CC OP = 0x76
HA SYNC CC_MAIN = 0x7

HA SYNC_FTGD CAT LIST

Comparing checksums of cluster units

0x45

CONF = 0x50

CA = 0x51

LOCAL = 0x52

CRL = 0x53

R = 0x55

0x71

7

= 0x7a

/data/cmdb/spamfilter.
/data/cmdb/spamfilter.

/data/cmdb/spamfilter.

/data/cmdb/spamfilter

/data/cmdb/spamfilter.

/etc/cert/cert.conf
/etc/cert/ca
/etc/cert/local

/etc/cert/crl

/etc/cc_sig.dat
/etc/cc_op

/etc/cc main

bword
emailbwl

ipbwl

.mheader

rbl

/migadmin/webfilter/ublock/ftgd/

data/

You canuse the diagnose sys ha checksum show command to compare the configuration checksums of all
cluster units. The output of this command shows checksums labeled global and a1l as well as checksums for each of
the VDOMs including the root VDOM. The get system ha-nonsync-csumcommand can be used to display
similar information; however, this command is intended to be used by FortiManager.

The primary unit and subordinate unit checksums should be the same. If they are not you can use the execute ha
synchronize start command to force a synchronization.

The following command output is for the primary unit of a cluster that does not have multiple VDOMSs enabled:

diagnose sys ha checksum show

is manage master()=1, 1is root master()=1

debugzone

global: a0 7f a7 ff ac 00 d5 b6 82 37 cc 13 3e 0b 9 77
root: 43 72 47 68 7b da 81 17 c8 f5 10 dd fd 6b e9 57
all: c5 90 ed 22 24 3e 96 06 44 35 b6 63 7c 84 88 d5

checksum

global: a0 7f a7 ff ac 00 d5 b6 82 37 cc 13 3e 0b 9b 77
root: 43 72 47 68 7b da 81 17 c8 £5 10 dd fd 6b e9 57
all: c5 90 ed 22 24 3e 96 06 44 35 b6 63 7c 84 88 d5

The following command output is for a subordinate unit of the same cluster:

diagnose sys ha checksum show
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is manage master ()=0, is root master()=0

debugzone

global: a0 7f a7 ff ac 00 d5 b6 82 37 cc 13 3e 0b 9 77
root: 43 72 47 68 7b da 81 17 c8 £5 10 dd fd 6b e9 57
all: c5 90 ed 22 24 3e 96 06 44 35 b6 63 7c 84 88 d5

checksum

global: a0 7f a7 ff ac 00 d5 b6 82 37 cc 13 3e 0b 9o 77
root: 43 72 47 68 7b da 81 17 c8 £5 10 dd fd 6b e9 57
all: c5 90 ed 22 24 3e 96 06 44 35 b6 63 7c 84 88 d5

The following example shows using this command for the primary unit of a cluster with multiple VDOMs. Two VDOMs
have been added named test and Eng_vdm.

From the primary unit:

config global
diagnose sys ha checksum show
is manage master()=1, is root master()=1
debugzone
global: 65 75 88 97 2d 58 1b bf 38 d3 3d 52 5b 0Oe 30 a9
test: a5 16 34 8c 7a 46 d6 a4 le 1f c8 64 ec 1lb 53 fe
root: 3c 12 45 98 69 f2 d8 08 24 cf 02 ea 71 57 a7 01
Eng vdm: 64 51 7c 58 97 79 bl b3 b3 ed 5c ec cd 07 74 09
all: 30 68 77 82 al 5d 13 99 dl 42 a3 2f 9f b9 15 53

checksum

global: 65 75 88 97 2d 58 1b bf 38 d3 3d 52 5b 0e 30 a9
test: a5 16 34 8c 7a 46 d6 a4 le 1f c8 64 ec 1b 53 fe
root: 3c 12 45 98 69 f2 d8 08 24 cf 02 ea 71 57 a7 01
Eng vdm: 64 51 7c 58 97 79 bl b3 b3 ed 5c ec cd 07 74 09
all: 30 68 77 82 al 5d 13 99 dl 42 a3 2f 9f b9 15 53

From the subordinate unit:

config global
diagnose sys ha checksum show
is manage master()=0, is root master ()=0
debugzone
global: 65 75 88 97 2d 58 1b bf 38 d3 3d 52 5b 0Oe 30 a9
test: a5 16 34 8c 7a 46 d6 a4 le 1f c8 64 ec 1lb 53 fe
root: 3c 12 45 98 69 f2 d8 08 24 cf 02 ea 71 57 a7 01
Eng vdm: 64 51 7c 58 97 79 bl b3 b3 ed 5c ec cd 07 74 09
all: 30 68 77 82 al 5d 13 99 dl 42 a3 2f 9f b9 15 53

checksum

global: 65 75 88 97 2d 58 1b bf 38 d3 3d 52 5b 0e 30 a9
test: a5 16 34 8c 7a 46 d6 a4 le 1f c8 64 ec 1lb 53 fe
root: 3c 12 45 98 69 f2 d8 08 24 cf 02 ea 71 57 a7 01
Eng vdm: 64 51 7c 58 97 79 bl b3 b3 ed 5c ec cd 07 74 09
all: 30 68 77 82 al 5d 13 99 dl 42 a3 2f 9f b9 15 53

How to diagnose HA out of sync messages

This section describes how to use the diagnose sys ha checksum showand diagnose debugcommands to
diagnose the cause of HA out of sync messages.

If HA synchronization is not successful, use the following procedures on each cluster unit to find the cause.
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To determine why HA synchronization does not occur

1. Connect to each cluster unit CLI by connected to the console port.

2. Enter the following commands to enable debugging and display HA out of sync messages.

diagnose debug enable

diagnose debug console timestamp enable
diagnose debug application hatalk -1
diagnose debug application hasync -1

Collect the console output and compare the out of sync messages with the information in the table HA out of sync
object messages and the configuration objects that they reference on page 357.
3. Enter the following commands to turn off debugging.

diagnose debug disable
diagnose debug reset

To determine what part of the configuration is causing the problem

If the previous procedure displays messages that include sync object 0x30 (for example, HA SYNC SETTING
CONFIGURATION = 0x03)thereis a synchronization problem with the configuration. Use the following steps to
determine the part of the configuration that is causing the problem.

If your cluster consists of two cluster units, use this procedure to capture the configuration checksums for each unit. If
your cluster consists of more that two cluster units, repeat this procedure for all cluster units that returned messages that
include 0x30 sync object messages.

1. Connect to each cluster unit CLI by connected to the console port.
2. Enter the following command to turn on terminal capture
diagnose debug enable
3. Enter the following command to stop HA synchronization.
execute ha sync stop
4. Enter the following command to display configuration checksums.
diagnose sys ha checksum show global
5. Copy the output to a text file.
6. Repeat for all affected units.
7. Compare the text file from the primary unit with the text file from each cluster unit to find the checksums that do not
match.
You can use a diff function to compare text files.
8. Repeat for the root VDOM:
diagnose sys ha checksum show root
9. Repeat for all VDOMS (if multiple VDOM configuration is enabled):
diagnose sys ha checksum show <vdom-name>
10. You can also use the grep option to just display checksums for parts of the configuration.

For example to display system related configuration checksums in the root VDOM or log-related checksums in the
global configuration:

diagnose sys ha checksum root | grep system
diagnose sys ha chechsum global | grep log

Generally it is the first non-matching checksum that is the cause of the synchronization problem.

11. Attempt to remove/change the part of the configuration that is causing the problem. You can do this by making
configuration changes from the primary unit or subordinate unit CLI.

12. Enter the following commands to start HA configuration and stop debugging:
execute ha sync start
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diagnose debug disable
diagnose debug reset

Recalculating the checksums to resolve out of sync messages

Sometimes an error can occur when checksums are being calculated by the cluster. As a result of this calculation error
the CLI console could display out of sync error messages even though the cluster is otherwise operating normally. You
can also sometimes see checksum calculation errors in diagnose sys ha checksum command output when the
checksums listed in the debugzone output don’t match the checksums in the checksum part of the output.

One solution to this problem could be to re-calculate the checksums. The re-calculated checksums should match and
the out of sync error messages should stop appearing.

You can use the following command to re-calculate HA checksums:

diagnose sys ha checksum recalculate [<vdom-name> | global]

Just entering the command without options recalculates all checksums. You can specify a VDOM name to just
recalculate the checksums for that VDOM. You can also enter g1obal to recalculate the global checksum.

Determining what is causing a configuration synchronization problem

There are twenty-five FortiOS modules that have their configurations synchronized. It can be difficult to find the cause of
a synchronization problem with so much data to analyze. You can use the following diagnose commands to more easily
find modules that may be causing synchronization problems.

diagnose sys ha hasync-stats {all | most-recent [<seconds>] | by object [<number>]}

all displays the synchronization activity for all modules that happened since the hasync process started running
(usually this would be since the cluster started-up).

most-recent [<seconds>] displaysthe mostrecently occurring synchronization events. You can include a time in
seconds to display recent events that occurred during the time interval. If you don't include the number of seconds, the
command displays the most recent events in the last 5 seconds. This option can be used to determine the module or
modules that are currently synchronizing or attempting to synchronize. If no modules are currently synchronizing, the
command just displays the most recent synchronization events.

by-object [<number>] displays the synchronization activity of a specific module, where <number> is the module
number in the range 1 to 25. To display a list of all 25 modules and their numbers enter:

diagnose sys ha hasync-stats by-object ?

To display the most recent activity, enter:

diagnose sys ha hasync-stats most-recent 10
current-time/jiffies=2018-03-28 13:01:42/1148242:

hasync-obj=2 (arp) :

epoll handler=1(ev_arp handler): start=1522256500.354400(2018-03-28 13:01:40), end-
d=1522256500.354406(2018-03-28 13:01:40), total=0.000006/1699
hasync-obj=5 (config) :

timer=0 (check sync status), add=1141764(2018-03-28 13:01:26), expire=1142764(2018-03-28
13:01:36), end=1142764(25018-03-28 13:01:36), del=0(), total call=1143
hasync-obj=8 (time) :

obj handler=0 (packet): start=1522256497.851550(2018-03-28 13:01:37), end-
d=1522256497.851570(2018-03-28 13:01:37), total=0.000020/381
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timer=0(sync timer), add=1140106(2018-03-28 13:01:10), expire=1143106(2018-03-28
13:01:40), end=1143106(2018-03-28 13:01:40), del=0(), total call=381
hasync-obj=21 (hastats) :

obj handler=0 (packet): start=1522256499.760934(2018-03-28 13:01:39), end-
d=1522256499.760936(2018-03-28 13:01:39), total=0.000002/2285

timer=0 (hastats timer), add=1142556(2018-03-28 13:01:34), expire=1143056(2018-03-28
13:01:39), end=1143056(2018-03-28 13:01:39), del=0(), total call=2286

The last few lines of this output shows activity with the hastats module, which is module 21. You can use the following
command to see more information about synchronization activity with this module:

diagnose sys ha hasync-stats by-object 21

Synchronizing kernel routing tables

In a functioning cluster, the primary unit keeps all subordinate unit kernel routing tables (also called the forwarding
information base FIB) up to date and synchronized with the primary unit. All synchronization activity takes place over the
HA heartbeat link using TCP/703 and UDP/703 packets. After a failover, because of these routing table updates the new
primary unit does not have to populate its kernel routing table before being able to route traffic. This gives the new
primary unit time to rebuild its regular routing table after a failover.

Use the following command to view the regular routing table. This table contains all of the configured routes and routes
acquired from dynamic routing protocols and so on. This routing table is not synchronized. On subordinate units this
command will not produce the same output as on the primary unit.

get router info routing-table

Use the following command to view the kernel routing table (FIB). This is the list of resolved routes actually being used
by the FortiOS kernel. The output of this command should be the same on the primary unit and the subordinate units.

get router info kernel

This section describes how clusters handle dynamic routing failover and also describes how to use CLI commands to
control the timing of routing table updates of the subordinate unit routing tables from the primary unit.

Controlling how the FGCP synchronizes kernel routing table updates

You can use the following commands to control some of the timing settings that the FGCP uses when synchronizing
routing updates from the primary unit to subordinate units and maintaining routes on the primary unit after a failover.

config system ha
set route-hold <hold integer>
set route-ttl <ttl integer>
set route-wait <wait integer>
end

Change how long routes stay in a cluster unit routing table
Change the route-tt1 time to control how long routes remain in a cluster unit routing table