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Introduction

Introduction

FortiDDoS F-Series is a network behavior anomaly (NBA) distributed denial of service (DDoS) prevention system that
detects and blocks attacks that intend to disrupt network service by overwhelming server and/or other network
resources.

FortiDDoS uses a variety of methods, including anomaly detection, Source IP validation and statistical techniques, to
provide nonstop protection, including as-yet unknown “zero-day” attacks. When FortiDDoS detects an attack, it
immediately drops traffic from the offending source, thus protecting the systems it defends from floods.

Product features

The following features make FortiDDoS the best in its class:

Purpose-built for low latency and rapid response

The patented combination of high-performance platforms and heuristics allow you to deploy the FortiDDoS appliance
inline between the external network and protected services, where it maintains high packet processing rates, even when
under attack. FortiDDoS features very low latency, and identifies and begins responding to attacks within 2 seconds or
less.

Massive-scale SYN, DNS, NTP, and Refelcted UDP flood mitigation

Among others, SYN, DNS, NTP and UDP Reflected flood mitigation techniques not only protect your network from DDoS
attacks but, importantly, enable your business to continue to serve legitimate client purposes during attacks.

Flexible Network Environments

FortiDDoS operates inline with one or more Internet links at the very edge of your local network. It has no IP nor MAC
addresses in the data path and is invisible to attackers. It fully supports asymmetric networks with:

« 2 or more links passing through the FortiDDoS
» The main inbound link passing through and the main outbound link bypassing FortiDDoS
o AFortiDDoS on each of the asymmetric links
FortiDDoS supports High Availability in a unique way. The Primary appliance or VM controls most configuration items

and particularly Thresholds and service features but both devices pass traffic. This allows traffic to work in failover mode
or active-active on 2 devices.

Initial learning periods

FortiDDoS learns based on inbound and outbound traffic rates for more than 230,000 parameters. First, deploy the
system in Learning Mode (Detection Mode with no Thresholds), where the system learns traffic patters without dropping
any packets.

FortiDDoS-F 6.3.2 Handbook 1
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At the end of the initial learning period, create system-recommended threshold from the learned traffic. Continue to use
Detection Mode to review logs for false positives and false negatives. As needed, adjust thresholds and monitor the
results.

When you are satisfied with the system settings, change to Prevention Mode. In Prevention Mode, the appliance
validates and drops packets based on the set Thresholds, and other parameters such as anomalies and ACLs.

Continuous learning

FortiDDoS begins learning traffic patterns as soon as it begins monitoring traffic, and it never stops learning. It
continuously analyzes traffic rates and dynamically adjusts the thresholds that differentiate between legitimate traffic
volume and attacks. At any time, you can request new Traffic Statistics Reports for any period fro 1-hour to 1-year prior
to the current time, compare those with previous reports and/or convert them to new System Recommended Thresholds.

Machine Learning Adaptive Thresholds

27 of the most important FortiDDoS Thresholds continuously adapt their thresholds based on machine learning
algorithms continuously examining the last 6 weeks of traffic. The algorithms are fully autonomous but can be adjusted
by the user for their circumstances. Adaptive Thresholds are intended to compensate for “seasonal” and special-event
changes in traffic without forcing the user to make manual adjustments.

Zero Day attack prevention with granular attack detection and prevention

FortiDDoS’ massively parallel processing allows monitoring of parameters no one has thought of to create attacks — yet.
Within the 230,000 parameters monitored, FortiDDoS protects all 256 Layer 3 Protocols, not just a few like competitors
and ISP mitigation. FortiDDoS specifically protects more than 10,000 UDP Source Ports that can be used for Reflections
even though only about 25 ports are know reflectors in 2020 and no competitor automatically monitors even those 25
ports.

Administrators do not need to intervene, and the appliance is “on guard” 24/7, automatically protecting your network
systems and bandwidth.

Granular attack detection thresholds

100% packet inspection from Layer 3 t Layer 7 (no sampling) ensures even single anomalous packets are seen and
dropped, reducing network scans and other “junk” traffic.

Deep packet inspection

FortiDDoS architecture enables deep packet inspection. FortiDDoS can identify header fields in HTTP, DNS and NTP
packets and maintain specific thresholds for all 8 HTTP Methods as well as URLSs, Hosts, Cookies, Referrers and User
Agents. FortiDDoS inspects DNS and NTP Header and payload packets evaluating both packet rates and per-packet
anomalies used by attackers. This granularity enables very accurate mitigation of attacks without disrupting legitimate
traffic.

Source validation address matching and Response matching

Proprietary algorithms validate sources of SYN and DNS Query floods to eliminate spoofed sources while allowing
legitimate users. DNS and NTP algorithms validate individual Responses to stop DNS and NTP Reflected Response
attacks from the first packet while maintain service for your users and clients.
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Service Protection Policies (SPPs)

FortiDDoS supports from 4 to 16 Service Protection Policiees (SPPs) which contain independent sets of protections for
L3-L7 anomalies, validation and Thresholds for more than 230,000 parameters in each direction. Web servers use
different thresholds and settings than email servers or firewalls. ISPs use different thresholds than enterprise.

Each SPP supports from 512 to 1023 Protection Subnets depending on the model and each subnet can range from a
single IPv4/32 or IPv6/128 to larger than /16. SPPs support IPv4 and IPv6 simultaneously. Each Service Protection
Policy learns traffic rates independently for all 230,000 parameters in each direction.

ACLs

While ACLs are not normally used for DDoS mitigation since most attacks use spoofed Source IPs, FortiDDoS
architecture supports a wide range of high-performance ACLs that can be used to offload other network infrastructure.
These include many thousands of ACLs for IPs, subnets, TCP and UDP Source and/or Destination Ports, Protocols,
DNS Resource Records and others.

Cloud signaling

Cloud Signaling allows you to use Fortinet global DDoS cloud mitigation service Partners to assist with attacks that
exceed the capacity of your Internet links.

FortiDDoS also supports Flowspec scripts that can be forwarded to ISPs to help them mitigate specific large attacks.
Intuitive analysis tools and reports

The 100% on-box reporting tools enable graphical analysis of network traffic history from five minutes to one year. You
can analyze traffic profiles using a broad range of Layer 3, 4 or 7 parameters. With just a few clicks, you can create
intuitive and useful reports such as top attackers, top attacks, top attack destinations, top connections, and so on.

Viewing traffic monitor graphs

Traffic monitor graphs display trends in throughput rates and drop counts due to threat prevention actions. In Detection
Mode, the drop count is hypothetical, but useful as you tune detection thresholds.

External Reporting

FortiDDoS supports a flexible suite of syslog and SNMP traps to allow external reporting and storage of attack
information.

Deployment topology

The FortiDDoS appliance is deployed inline between the Internet and the local network to protect the local network
servers from volume-based attacks like floods and attacks that send anomalous packets to exploit known vulnerabilities.

FortiDDoS-F 6.3.2 Handbook
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Internet

Protected Metwark

You can deploy FortiDDoS in more complex and specialized topologies.
Refer to the following sections:

» Deployment Topologies
» High Availability Deployments

Document Scope

FortiDDoS Manuals

» FortiDDoS Handbook describes how to get started with the system, how to modify and manage configurations, how
to monitor traffic, and how to troubleshoot system issues.
» FortiDDoS QuickStart Guide for your appliance has details about the hardware components, ports, and LEDs.

« FortiDDoS Datasheet has detailed specifications. The product datasheet also lists throughput per model. Please
use those resources to size your deployment, select the appropriate hardware models, and install the hardware into
an appropriate location and machine environment.

FortiDDoS-F 6.3.2 Handbook 14
Fortinet Inc.


http://docs.fortinet.com/product/fortiddos-f
http://docs.fortinet.com/fortiddos/hardware
https://www.fortinet.com/content/dam/fortinet/assets/data-sheets/fortiddos.pdf

What's New

What's New

This section provides a summary of the new features and enhancements in FortiDDoS.

What's New in FortiDDoS 6.x

6.3.2

FortiDDoS 6.3.2 offers the following new features:

Improvement to transceiver information for CLI

The transceiver information has been improved for the CLI commands get transceiver statusandget

transceiver status portx.

6.3.1

FortiDDoS 6.3.1 offers the following new features:

Top Attacks usability improvements

Dashboard > Top Attacks header for Direction, Time Period and SPP stays visible as you scroll down the page.

Attack logs for Global ACL Rules usability improvements

The Global Deny Rule log entries in the Attack log now show the rule name in the Event Details.

Dashboard enhancements

« The Detection/Prevention Mode status of all configured Service Protection Profiles (SPPs) will now be displayed on
a single panel on the Dashboard.

« Improvements have been made to the System Resources Panel.
« The Dashboard layout has been improved to enhance usability.

6.3.0

FortiDDoS 6.3.0 offers the following new features:

DNS Profile enhancements

» Added FQDN Allow/Blocklist file upload, manual entry, and regex entries.
* FortiDDoS-F now supports DNS "0x20" mixed case FQDNs.

FortiDDoS-F 6.3.2 Handbook 15
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New DNS Header Anomaly

Incomplete DNS can now be used to block non-DNS traffic to Port 53.

DNSSEC enhancements

FortiDDoS-F has added DNSSEC inspection, anomaly and mitigation options.

UDP Service Ports monitor

User-entered UDP Service Ports over 9999 are now monitored for possible reflection floods.

New graphs and tables on FortiGate Security Fabric Dashboard

FortiDDoS-F now supports the following graphs and tables on FortiGate Security Fabric Dashboard: System
Information, Data Path Resources, Aggregate Drops and Top Attacks.

SSL/TLS traffic inspection

FortiDDoS-F 1500F can now inspect SSL/TLS traffic for all HTTP Anomalies and Thresholds. Proper SSL Certificates
are required.

Note: This is experimental in 6.3.0 and performance has not been confirmed.

LDAP, RADIUS, TACACS+ remote password authentication

LDAP, RADIUS, TACACS+ remote password authentication is now available with local username, profile and trusted
hosts settings. This now supports GUI, CLI and Console logins.

TCP Profile enhancement

TCP Profile now adds Foreign Packet Threshold when Foreign Packet Validation is enabled.

New IP Reputation options

Added Phishing, Spam and TOR (exit nodes) Categories to IP Reputation options.

Debug enhancements

» Debug file now has CUSTOMER folder which includes: Config, Attack logs, Thresholds, Protection Subnets list
(eventlog in MySQL format to be improved in a later release). Do not use Offline Analysis file.

« Additional debug logs are added for SNMP.

Packet Capture enhancements

Additional packet capture options are now available.

System time change in Event Log

An Event Log is now added when admin changes system time.

FortiDDoS-F 6.3.2 Handbook
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Out of Memory (OOM) conditions

Out of Memory (OOM) conditions are optionally set to pass traffic (bypass - default) or block packets. Please see
documentation for conditions that may result in OOM drops.

New RRD troubleshooting and repair CLI commands

Additional RRD troubleshooting and repair CLI commands are now available.
execute create-spp-rrd spp_id 15 among others

check stale rrd files

New User (admin) options

Additional menu items added to the User (admin) drop-down in the GUI:

« System: Reboot/ Shutdown
» Configuration Backup / Restore
+ Change Password

GUI enhancements

« Additional special characters are allowed for admin users: a-z -9 .-*@.

« Data Port Speed and Duplex settings are shown on Network > Interface page.
* Global ACL names are included in graphs.

« Enabled/Disabled status of Global and SPP ACLs is displayed in ACL lists.

» Variable column widths and text wrapping is added to Dashboard > Status > Top Attacks panel, for improved
readability of attack events.

* Link speed addition to Network GUI.

» Bypass status icon and inline/bypass text is added to the Dashboard > Status > System Information panel.

« Filter conditions for several parameter lists (ACLs, Network Ports, etc.) are improved.

» Network > Interface list can be filtered by Link Status and Config Status (for Port-Pairs and Ports).

¢ Improved GUI for System >SNMP > v1/v2/v3.

* A spinning "loading" icon is shown when the system is building list pages, such as Attack Logs.

* For most column based lists, clicking the settings ('n' )icon in the list header allows the user to customize the
columns shown.

» Dashboard > SPP adds a column for SPP Status (Enable/Disabled).

6.2.1

FortiDDoS 6.2.1 offers the following new features:

New CLI commands

e get system performance to check the CPU, memory, and disk usage.
This command shows the system resources and matches the GUI Dashboard > Status > System Resources panel.
The traditional Linux top command does not provide accurate information for DPDK processors, so you can use

FortiDDoS-F 6.3.2 Handbook
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the get system performance command to enable the Dashboard and Event Logs to match.

e diagnose debug rrd files check todiagnose SPP RRD numbers.
Use execute spp-rrd-reset spp <rule name> toreset databases that fail the rrd_files check.
Use execute rrd-reset All toresetall databases.

Support to connect VM console

FortiDDoS VM now supports a console port with both VMware and KVM.

New SPP Operation Mode column in the Protected Subnets list

In the Service Protection > Protection Subnets list, columns have been added for Inbound and Outbound Operation
Mode (Detection/Prevention).

SPP Navigation from inside FortiView > SPP detail page

You can now navigate between SPPs while in the Service Protection > Service Protection Policy page.

SPP added to Dashboard > Status > Attack Logs widget

The Dashboard Attack Logs panel now shows the SPP associated with the drop/attack log.

Match VM Model Release information with appliances

FortiDDoS model number (VM04/VM08/VM16) is shown in top header bar.

6.2.0

FortiDDoS 6.2.0 offers the following new features:

o SYN/ACK Scalar Thresholds for asymmetric traffic. With asymmetric traffic, FortiDDoS normally needs to assume
an inbound SYN/ACK represents the response from an unseen outbound SYN and creates a connection table
entry. This leaves the system/user open to advanced SYN/ACK floods. In 6.2.0 the following Thresholds are visible
only when the system is in Asymmetric Mode with Asymmetric Mode Allow Inbound Synack enabled:

« SYN/ACK - aggregate rate of all SYN-ACKs into the SPP Protected Subnets

« SYN/ACK per Destination - maximum rate of SYN-ACKSs to any single destination in the SPP Protected
Subnets
Note:
» SYN/ACK Thresholds are not automatically learned and System Recommendations are not created. Use the
above graphs to calculate peak rates and create manual thresholds.
« here is no Adaptive Threshold for these Scalars.
» These thresholds function on INBOUND traffic only.

o DTLS Profile is added to Service Protection Policies. Use DTLS to prevent DTLS direct and reflection attacks on all
services.

» Possible UDP Reflection Flood is added from B/E-Series with similar functionality. Any drops associated with UDP
Port Thresholds FROM Ports 1-9999 are shown in the attack logs as Possible UDP Reflection Floods. This protects
from and identifies any of the more than 30 currently known UDP reflection ports like 19, 111, 389, etc. as well as
identifying future reflections on any port lower than 10,000. FortiDDoS F-Series does no support UDP Service ports
in6.2.0.

FortiDDoS-F 6.3.2 Handbook
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6.1.0

System Recommendation now has an option to use actual outbound traffic statistics for outbound thresholds or set
all outbound thresholds to system maximum (default and recommended).

Treatment of Global ACLs changes with a dedicated "SPP" for all kinds of Global ACLs. New items added for:
o Dashboard > Top Attacks > Global: Global ACL Attack table

» Monitor > Drops Monitor >Global: Graphs of Global Aggregate and ACL Rule Drops
Note: Global ACLs always drop identified packets and do not follow Detection/Prevention settings per SPP.

A Protection Subnets List GUI page is added to list all Protection Subnets for all SPPs and the Detection
Mode/Prevention Mode status of the SPP hosting the protection Subnet. Protection Subnets cannot be edited from
this page

Blocklisted IPv4 and Blocklisted Domains Ul's have been improved to include showing the number of
addresses/Domains applied, last update date, add and delete individual addresses/Domains and search for an
address/Domain in the lists.

Navigation is available between Service Protection Policies when in the SPP editing pages.

FortiGuard scheduled updates are changed to Daily or Weekly only. More frequent updates were not providing
additional information.

Reboot and Shutdown commands are added to the top-right user logout menu.

The Domain Reputation attack log event has been separated from the Domain Blocklist event.

FortiView Threatmap improves time-period selection for display

Additional tool-tip date and time information is available on longer-period graphs (week/month/year).

Added CLI command to restart nginx (GUI)

Added CLI command get bypass-status to show inline/bypass status of associated ports.

Added CLI command diagnose dataplane geo-ip <IPv4 address(no mask)>. This allows user to check within which
geolocation a specific IPv4 address is located.

Labeling, graph units, borders, field sizes, event log, attack log and tool tip information and other improvements
added throughout the GUI.

FortiDDoS-F 6.1.0 is built on the feature base of FortiDDoS-F B/E-Series with these notable additions:

VM support in VMware hypervisor environments
NTP from E-Series on all models

Additional SSL DDoS Mitigation settings

16x SPPs in1500F

The System Recommendation changes from 5.4.0 (Separate L4 Scalars/ICMP / TCP Ports / UDP Port) are
included

DNS Rcode Scalars are included in Traffic Statistics and System Recommendation

Split System Recommendation for Layer 4 Scalars/ICMP, TCP Ports and UDP Ports included from B/E 5.4.0
Common UDP Source Reflection Ports are pre-populated in Global Service definitions for use with Global or SPP
ACLs

Service port definitions support Source Port or Destination Port. Source Port ACLs are very useful for permanently
blocking kown UDP reflection ports.

IP Address / Subnets definitions are created in the System menu and then assigned to Global or SPP ACLs,
reducing multiple entries.

Bogons IPs and/or Multicast IPs can be ACLed with option selection in any SPP.

SPPs replace feature tabs with multiple Profiles for IP, ICMP, TCP, HTTP, SSL/TLS, NTP and DNS. One Profiles
can be used by muliple SPPs or one SPP can use Multiple Profiles (TCP Detection and TCP Prevention, for
example).
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What's New

Source MAC address for aggressive aging is configurable per SPP, if needed
Strict Anomalies options are now included in several SPP Profile pages for Layer 2 to Layer 7 options.

Cloud Signaling Thresholds are entered in both pps and Mbps (crossing either triggers Signaling. Thresholds are
now per SPP Policy (subnet).

Protection Subnets (subnets) are entered for each Service Protection Policy (SPP) instead of globally.

Explicit TCP thresholds are added for DNS Query, Question Count, Fragment, MX and ALL. B/E-Series has TCP
Thresholds but they are hidden and the same as the UDP Thresholds.

IP Reputation and Domain Reputation are included in IP and DNS Profiles and thus are optional per SPP.
SSL/TLS Profile includes additional Cipher Anomaly option

tcpdump-style packet capture

Several formerly-global features such as IP Reputation are now set per SPP for better control

Additional Known Method Anomalies available

Removed/Changed/Deferred Features

B/E-Series Functionality not included in this release:

Support for FortiDDoS-CM Central Manager
Security Fabric Integration with FortiOS Dashboard
GTP-U support

Distress ACL nor Auto-Distress ACL

Multi-tenant support (SPP or SPP Policy Group)
Fewer files included in Offline analysis file

SPP Backup/Restore

Attack Reports are Global only and are on-demand or on-schedule only. Report periods are Last 7 Days, Last
Month or Last year only. (Removed per-SPP, per-SPP Policy, per-SPP Policy Group reports, on-Threshold reports
and some time periods)

REST API changes and requires documentation

Log & Report > DDoS Attack Graphs

SPP Policy Groups

Log & Report > Diagnostics

SPP-to-SPP Switching Policies

Restrict DNS Queries to specific subnets

System Recommendation Option for Actual or System Max Outbound Threshold (5.4.0)
Traffic Statistics Option for Peak or 95th Percentile Traffic (5.4.0)
Syslog RFC 5424 or Fortinet proprietary secure "OFTP" protocol (5.4.0)
CLI Commands for IP Reptution nor Domain Reputation updates (5.4.0)
Search for IP addresses within various ACLs (5.3.0)

VM limits

VMs do not support Fail-Open option. Fail-Open support will be determined by the underlying server

TCP Port Thresholds are calculated to 65,535 but Thresholds/Ranges are created for ports 1-1023 with one range
for ports above 1023.

TCP Port Graphs display traffic and drops for Ports 1-1023. Port 1024 displays peak traffic rate for any port from
1024-65,535 and total drops associated with any of those ports. Attack logs show full port range 1-65,535.

UDP Port Thresholds are calculated to 65,535 but Thresholds/Ranges are created for 1-10,239 only with one range
above that.
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What's New

o UDP Port Graphs display traffic and drops for Ports 1-10,239. Port 10,240 displays peak traffic rate for any port from
10,240-65,535 and total drops associates with any of those ports. Attack logs show full port range 1-65,535 as well
as reflected attack drops from ports 1-9,999.

« ICMP Type/Code Thresholds are calculated from 0-65,535 but Threshold/Ranges are created for 0-10,239 only.
Indexes from 10,240 to 65,535 are included in one range.

« ICMP Type/Code graphs show indexes from 0/0 to 39/255 with all others showing in 40/0. Attack logs will show
drops for Types/Codes for all Types/Codes from 0/0 to 255/255.
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Key Concepts

This section describes FortiDDoS-F concepts, terms, and features. If you are new to FortiDDoS-F, or distributed denial
of service (DDoS), this section helps you to understand the problem and mitigation techniques.

DDoS attack overview

Computer network security is a challenge as old as the Internet itself. The sophistication and infamy of network-based
system attacks has kept pace with the security technology and hackers only feel more challenged by the latest heuristics
designed to foil their efforts.

Some attackers exploit system weaknesses for political purposes, disgruntled about the state of software or hardware in
the market today. Others target specific systems out of spite or a grudge against a specific company.

Yet others are simply in search of the infamy of bringing a high-traffic site to its knees with a denial of service (DoS)
attack. In such an attack, the hacker attempts to consume all the resources of a networked system so that no other users
can be served. The implications for victims range from a nuisance to millions of dollars in lost revenue.

In distributed denial of service (DDoS) attacks, attackers write a program that will covertly send itself to dozens,
hundreds, or even thousands of other computers. These computers are known as 'bots', 'agents' or 'zombies', because
they act on behalf of the hackers to launch an attack against target systems. A network of these computers is called a
botnet. An administrator of such a botnet is called a botmaster.

At a predetermined time, the botmaster will cause all of these bots to attempt repeated connections to a target site. If the
attack is successful, it will deplete all system or network resources, thereby denying service to legitimate users or
customers.

Control of such bots is automated now-a-days with bot-control-panels which are accessible via payment to the bot-
master. Thus other users can choose to pay and attack a site of their own choice.

E-commerce sites, domain name servers, web servers, and email servers are all vulnerable to these types of attacks. IT
managers must take steps to protect their systems—and their businesses—from irreparable damage.

Any computer can be infected, and the consequences can range from a nuisance popup ad to thousands of dollars in
costs for replacement or repair. For this reason, antivirus software for all PCs should be a mandatory element of any
network security strategy. But whether you measure cost in terms of lost revenue, lost productivity, or actual
repair/restore expenses, the cost of losing a server to an attack is far more severe than losing a laptop or desktop.

Servers that host hundreds or thousands of internal users, partners, and revenue-bearing services are usually the
targets of hackers, because this is where the pain is felt most. Protecting these valuable assets appropriately is
paramount.

A massive DDoS attack against Dyn.com was launched in October 2016. This was done using Internet of Things (IoT)
attack using an attack called Mirai.

Mirai spreads by compromising vulnerable loT devices such as DVRs. Many loT manufacturers failed to secure these
devices properly, and they don't include the memory and processing necessary to be updated. They are also usually not
in control of the destination of their outbound traffic, so if that information is changed or compromised there is nothing
they can do.
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As a result, the attack cannot be stopped at the egress point on the devices themselves. Instead, network segmentation
is absolutely critical for protection against outbound attacks. The responsibility for protection from loT-based DDoS
attacks, however, lies at the ingress point of the attack.

To circumvent detection, attackers are either increasingly mimicking the behavior of a large number of clients or actually
using a large number of 10T clients like in case of Mirai attack. The resulting attacks are hard to defend against with
standard techniques, as the malicious requests differ from the legitimate ones in intent but not in content. Because each
attacking system looks innocent, advanced techniques are required to separate the 'bad' traffic from the 'good' traffic.

DDoS attack mitigation mechanisms

If you are new to FortiDDoS, you must first understand the tools available in your tool chest for Distributed Denial of
Service (DDoS) attack mitigation. Since DDoS attacks can be of various types, FortiDDoS has a wide spectrum of
capabilities for different attack types.

FortiDDoS supports the following type of countermeasures:

o Administrative
e Preventive

o Detective

» Reactive

These can be used for deployment in the order below:

’ Administrative ’ Preventive ’ Detective ’ Reactive
Countermeasures Countermeasures Countermeasures Countermeasures
Q Q & .

Administrative Countermeasures

Security policies, general procedures, accepted safety guidelines and so on are considered as Administrative
Countermeasures. These depend on the organizations that use FortiDDoS. Examples of Administrative
countermeasures are restricting IP addresses for managing FortiDDoS and restricting access authorization to different
users based on their roles. This should be the first set of decisions made while designing a FortiDDoS deployment.

Preventive Countermeasures

Proactive measures fall under prevention category. These include stringent security policies that can protect the system
from unwanted activities. Examples of these include IP Reputation Service, Domain Reputation Service, Geo-location
ACLs, BCP-38 anti-spoofing, maintaining network hygiene by blocking unwanted protocols, ports and IP ranges and so
on. These should be designed and used as the second step in the deployment.
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Preventive Countermeasures Description

Service Protection Policy (SPP) This is a fundamental architectural component of FortiDDoS which ensures
isolation. Every SPP, which is configured using a set of subnets/prefixes, has
its own set of policies. This ensures that an attack on one SPP doesn’t impact
the others.

For more information about configuring SPPs, see here.

Directional Protection Attack mitigation in FortiDDoS is directional. Thus, an attack in one direction
doesn’timpact the other.

IP Reputation Service The FortiGuard IP Reputation Service aggregates malicious source IP data
from the Fortinet distributed network of threat sensors, CERTs, MITRE,
cooperative competitors, and other global sources that collaborate to provide
up-to-date threat intelligence about hostile sources. Near real-time
intelligence from distributed network gateways combined with world-class
research from FortiGuard Labs helps organizations stay safer and proactively
block attacks.

For more information about configuring IP Reputation Service, see here.

Domain Reputation Service The FortiGuard Domain Reputation Service provides a regularly updated list
of known malicious fully qualified domain names (FQDNSs). This service is
used to prevent DNS servers from reaching known malicious sites and helps
prevent attacks that obfuscate source IPs using hijacked domain names.
For more information about configuring Domain Reputation Service, see
here.

Blocklisted IP addresses This feature helps you to deny a large set of blocklisted IPv4 Addresses.
For more information about configuring blocklisted IP addresses, see here.

Blocklisted DNS domains This feature helps you to deny a large set of blocklisted Domains.
For more information about configuring blocklisted DNS domains, see here.

Geo-location access control list The geolocation policy feature enables you to block traffic from the countries
you specify, as well as anonymous proxies and satellite providers, whose
geolocation is unknown.

For more information about configuring Geo-location access control list, see
here.

Access control list for addresses This feature allows you to block addresses, subnets, prefixes reaching a
protected address.
For more information about configuring Access control list for addresses, see
here.

Access control list for services This feature allows you to block services (such as protocols, ports, network
parameters such as fragmentation, URLSs, user-agents, etc.).
For more information about configuring Access control list for services, see
here.

Proxy IP settings Enabling proxy IP settings avoids false detection of attacks for certain IPs.
For more information about configuring Proxy IP settings, see here.
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Detective countermeasures

A DDoS attack must be detected within the shortest time possible as accurate as it can be. A DDoS attack mitigation
system must be able to separate legitimate packets from attack packets. This ensures that legitimate clients are served
during attack. Examples of detective countermeasures include anomalies such as header, state, rate and so on. Other
reactive countermeasures include similarity detection such as packet-length statistics.

Detective Countermeasures Description

Rate anomaly detection using This is the most well-known feature of FortiDDoS. This ensures that a single
continuously adaptive threshold packet type (say SYN, or packet for a certain protocol or port) cannot exceed
violation previously observed thresholds.

Slow attack detection Apart from detecting fast attacks, FortiDDoS can also monitor attacks that are

too slow but dangerous for servers via connection table overload.

Protocol header anomaly detection This is done for 3, 4 and 7 protocols. Mitigation includes IPv4/v6, TCP, UDP,
ICMP, DNS and HTTP header anomalies.

State anomaly detection FortiDDoS maintains multiple state tables to ensure that protocol state
transitions are not violated. These include:
¢ TCP state table - This can identify attacks such as foreign packets, ACK
flood, RST flood, FIN flood etc.
» DNS query response matching table
e« DNS TTL table

Reactive countermeasures

After detecting an attack, the system need to take necessary actions to mitigate the attack. Examples of reactive
mechanisms in FortiDDoS include rate limiting, selective packet dropping, aggressive aging, anti-spoofing, source
tracking and so on. These are mostly event-driven countermeasures.

Reactive Countermeasures Description

Rate Based There are two types of attack mitigation:

¢ High Rate Attack Mitigation: Some attacks are identified if they exceed
the rate thresholds set by the administrator. Such thresholds can be
selectively set on a wide variety of parameters. They get adaptively
adjusted over time based on average, trend and seasonality. This is the
most well-known feature of FortiDDoS which ensures that a single
packet type (say SYN, or packet for a certain protocol or port) cannot
exceed previously observed thresholds.

¢ Slow Rate Attack Mitigation: Some attacks are identified if they are too
slow to be real traffic. The administrator can set thresholds for such
determination.

Aggressive Aging FortiDDoS can detect slow connection attacks and combat them by
“aggressively aging” idle connections. In addition to the slow connection
detection, you can use the SPP aggressive aging TCP connection feature
control options to reset the connection (instead of just dropping the packets)
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Reactive Countermeasures Description

when the following rate anomalies are detected:
¢ high-concurrent-connection-per-source

* layer7-flood
FortiDDoS maintains its own massive TCP connection table and to reserve
space in this table for active traffic, FortiDDoS periodically uses aggressive
aging to reset inactive connections.

For more information about the above features, see here.

Anti-spoofing This is done via the following Source Address Validation schemes:
* SYN cookie

¢ ACK cookie

e SYN Retransmission

* DNS Retransmission (DNS TC=1)

¢ Source tracking - This isolates an offending source IP specifically via a
differential punishment scheme.

¢ Caching - In case of DNS, under-flood, this technique is used to respond
to the client using data from the cache.

Mitigation Strategies

FortiDDoS supports the following mitigation strategies:

» Standalone mitigation
« The appliance acts standalone and mitigates DDoS attacks up to the bandwidth of the pipe.
o Hybrid mitigation
« With another FortiDDoS in the cloud - If your service provider allows another high-end FortiDDoS ahead of the

pipe, FortiDDoS in the data center can communicate with the FortiDDoS in the service provider network and
mitigate higher bandwidth attacks.

» With a cloud scrubbing service in the cloud - FortiDDoS in the data center can signal third-party scrubbing
services and mitigate bandwidth attacks collaboratively. While the cloud scrubbing center can mitigate layer 3
and layer 4 attacks, FortiDDoS in the data center can mitigate residual attacks such as application layer, slow
attacks which cannot be mitigated in the cloud.

DDoS mitigation techniques overview

The best security strategies encompass people, operations, and technology. The first two typically fall within an
autonomous domain, e.g. within a company or IT department that can enforce procedures among employees,
contractors, or partners. But since the Internet is a public resource, such policies cannot be applied to all potential users
of a public website or email server. Thankfully, technology offers a range of security products to address the various
vulnerabilities.
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Firewalls

Firewalls can go a long way to solving some problems by restricting access to authorized users and blocking unwanted
protocols. As such, they are a valuable part of a security strategy. But public websites and eCommerce servers cannot
know in advance who will access them and cannot 'prescreen’ users via an access list. Certain protocols can be blocked
by firewalls, but most DoS attacks utilize authorized ports (e.g. TCP port 80 for a web server) that cannot be blocked by a
firewall without effectively blocking all legitimate HT TP traffic to the site, thereby accomplishing the hacker’s objective.

Firewalls offer some security against a single user DoS attack by denying access to the offending connection (once it is
known), but most DoS attacks today are distributed among hundreds or thousands of zombies, each of which could be
sending legal packets that would pass firewall scrutiny. Firewalls perform a valuable service in an integrated security
strategy, but firewalls alone are not enough.

Router access control lists

Likewise, access lists in the router can be used to block certain addresses, if such addresses can be known a priori. But
websites open to the public are, by nature, open to connections from individual computers, which are exactly the agents
hackers use to initiate attacks. In a DDoS attack, thousands of innocent looking connections are used in parallel.
Although router access lists can be used to eliminate offending packets once they are identified, routers lack the
processing power and profiling heuristics to make such identifications on their own.

In addition, complex access lists can cause processing bottlenecks in routers, whose main function is to route IP
packets. Performing packet inspections at Layers 3, 4, and 7 taxes the resources of the router and can limit network
throughput.

Antivirus software

End systems cannot be considered secure without antivirus software. Such software scans all inputs to the system for
known viruses and worms, which can cause damage to the end system and any others they may infect. Even after a
virus is known and characterized, instances of it are still circulating on the Internet, through email, on CDs and floppy
disks. A good antivirus subscription that is frequently updated for the latest protection is invaluable to any corporate or
individual computer user.

But even antivirus software is not enough to catch certain attacks that have been cleverly disguised. Once a system is
infected with a new strain, the damage can be done before the virus or worm is detected and the system is disinfected.

Application protection

Such packages include software that watches for email anomalies, database access queries, or other behavior that may
exploit vulnerability in the application. Because it must be very specific—and very close—to the application it is
protecting, application protection is typically implemented as software on the host. Dedicated servers would benefit from
well-designed application security software that will maintain the integrity of the code and detect anomalous behavior
that could indicate an attack. Certain malicious code can attempt to overwrite registers on the end-system and thereby
hijack the hardware for destructive purposes.
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Intrusion detection systems

Intrusion Detection Systems (IDS) are designed to 'listen’ to traffic and behavior and set an alarm if certain conditions are
met. Some IDS implementations are implemented in the host, while others are deployed in the network. The IDS sensor
monitors traffic, looking for protocol violations, traffic rate changes or matches to known attack 'signatures'. When a
threat is detected, an alarm is sent to notify a (human) network administrator to intervene.

Host-based intrusion detection systems are designed as software running on general purpose computing platforms. Not
to be confused with application security software (mentioned above), which runs on the end system and focuses
primarily on Layers 5-7, software based intrusion systems must also focus on Layers 3 and 4 of the protocol stack.
These packages rely on the CPU power of the host system to analyze traffic as it comes into the server. General purpose
computers often lack the performance required to monitor real-time network traffic and perform their primary functions.
Creating a bottleneck in the network or on the server actually helps the hacker accomplish his goal by restricting access
to valuable resources.

End-systems provide the best environment for signature recognition because packets are fully reassembled and any
necessary decryption has been performed. However, signature-based intrusion detection has its limitations, as
described below.

The next step in the evolution of intrusion security was content-based Intrusion Prevention Systems (IPS). Unlike IDS,
which require manual intervention from an administrator to stop an attack, a content-based IPS automatically takes
action to prevent an attack once it is recognized. This can cut down response time to near zero, which is the ultimate goal
of intrusion security.

IPS must be intelligent, however, or the remedy might actually accomplish the hacker's goal: denying resources to
legitimate users.

Prevention mechanisms can also be harmful if detection is subject to false positives, or incorrect identification of
intrusion. If the prevention action is to disable a port, protocol, or address, a false positive could result in denial of service
to one or more legitimate users.

Network behavior analysis

An alternative to signature recognition is network behavior analysis (NBA). Rate-based systems must provide detailed
analysis and/or control of traffic flow. A baseline of traffic patterns is established, usually during a learning mode in which
the device only 'listens' without acting on any alarm conditions. A good system will have default parameters set to
reasonable levels, but the 'listening' period is required to learn the traffic behavior on various systems. The listening
period should be 'typical,’ in the sense that no attacks or unusual traffic patterns should be present. For example,
Saturday and Sunday are probably not good days to build a baseline for a corporate server that is much busier during the
workweek. Periods of unusually high or low traffic also make bad listening intervals, such as Christmas vacation week,
unusually high traffic due to external events (press releases, sales promotions, Super Bowl halftime shows, and so on).

Once a baseline is established, rate-based systems watch for deviations from the known traffic patterns to detect
anomalies. Good systems will allow an administrator to override the baseline parameters if events causing traffic surges
are foreseen, for example, a server backup scheduled overnight.

While signature-based systems are scrutinized for false-negatives, or failing to identify an attack, rate-based systems
should be scrutinized for false positives, or misidentifying legitimate changes in traffic patterns as attacks. Whether
setting alarms or taking preventative action, rate-based systems must be well-designed to avoid unnecessary overhead.

Equally important for rate-based systems are their analysis tools. Administrators should be able to view their traffic
patterns on a variety of levels, and use this information to tune their network resources.
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FortiDDoS compared with firewalls

FortiDDoS’ state-aware NBA architecture for TCP, DNS and NTP detection and line-rate mitigation is significantly
different and better than firewalls.

Firewalls maintain state to ensure NAT operates correctly, among other things. They also often create timer-based
“virtual” state machines for UDP packets to assist with UTM detections. For these reasons and others, they are
vulnerable to:

Small-packet random-source UDP floods which fill connection tables
Fragmented UDP floods which fill IPS buffers

TCP Flag floods which either fill connection tables with %z open sessions (SYN Floods of various kinds) or exhaust
resources by forcing the firewall to check SYN-ACK floods against the existing outbound %2 open session table.

Most firewalls’ performance degrades in the face of small-packet UDP and TCP Flag floods since processing many
packets rapidly taxes the CPUs

Simple blocking thresholds for these attacks often result in all new TCP connections blocked or all UDP traffic
blocked

Many UDP and non-standard Protocol floods result in outbound ICMP messages, further taxing the firewall CPUs.

FortiDDoS does not need state information to detect 99.99% of attacks:

UDP Protocol and Port floods are rate-based and FortiDDoS detects floods to all 65,535 valid UDP ports as well as
FROM UDP ports 1-9999 (a much wider range than currently known UDP reflected floods like DNS, NTP, CLDAP,
and wider than any other DDoS vendor).

Stateless mitigation of 3 different types of SYN Floods to the Internet link line rate. A SYN flood through a GE
Internet link can reach 1.5 million pps.

FortiDDoS unique hardware architecture with 100% small-packet line-rate inspection and mitigation allows the
system to see and mitigate TCP illegal flag floods from the first packet, with no impact on system throughput.

FortiDDoS is state-aware for the 9 TCP flag combinations that may happen during a real TCP session. For example,
instead of setting a threshold for SYN-ACKs that would result in blocking all new connections when the inbound
threshold is crossed, as firewalls and other DDoS vendors do, FortiDDoS monitors the state of up to 24 million TCP
connections. If a SYN packet is seen outbound, it allows the matching inbound SYN-ACK to pass. If a SYN-ACK
arrives without a corresponding SYN-ACK match, the packet is instantly dropped (again, at the line-rate of the link).
This STOPS any SYN-ACK attack while continuing to allow “good” SYN-ACKs in response to outbound SYNs —
something no other vendor can claim. Similarly, a single RST is allowed to take down an existing TCP session but
no RSTs are allowed outside a connected session. By being aware of the session state, out-of-state RSTs are
dropped instantly without thresholds. This also works for ACK, FIN-ACK, ACK-PSH, etc., all without interfering with
legitimate traffic.

FortiDDoS uses its superior state-aware NBA performance to support other stimulus-response applications such as
DNS and NTP. Up to 12 million DNS Queries per second are monitored and matched with incoming DNS
responses. Unmatched DNS responses are instantly dropped while DNS Responses from outbound Queries are
allowed, stopping attacks instantly with no thresholds, while allowing continued internet access for legitimate users
— performance and mitigation that firewalls and other DDoS vendors cannot approach.
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FortiDDoS compared with conventional intrusion prevention
systems

FortiDDoS-F is a rate-based IPS device that detects and blocks network attacks which are characterized by excessive
use of network resources. It uses a variety of schemes, including anomaly detection and statistical techniques, to detect
and block malicious network traffic. When it detects an intrusion, the FortiDDoS-F blocks traffic immediately, thus
protecting the systems it is defending from being overwhelmed.

Unlike conventional content-based IPS, an NBA system does not rely on a predefined attack “signature” to recognize
malicious traffic. An IPS is vulnerable to “zero-day” attacks, or attacks that cannot be recognized because no signature
has been identified to match the attack traffic. In addition, attack traffic that is compressed, encrypted, or effectively
fragmented can escape many pattern-matching algorithms in content-based IPS. And many rate-based attacks are
based on genuine and compliant traffic being sent at high rates, effectively evading the IPS.

An NBA provides a network with unique protection capabilities. It delivers security services not available from traditional

firewalls, IPS, or antivirus/spam detectors. The detection, prevention, and reporting of network attacks is based on traffic
patterns rather than individual transaction or packet-based detection, which enables the FortiDDoS-F to serve a vital role

in an effective security infrastructure. Rather than replacing these elements, an NBA complements their presence to
form a defense-in-depth network security architecture.

Understanding FortiDDoS rate limiting thresholds

This section includes the following information:

« Granular monitoring and rate limiting

« Source tracking table

o Destination table

o Continuous learning and adaptive thresholds

« Hierarchical nature of protocols and implication on thresholds

Granular monitoring and rate limiting

Increasingly, instead of simple bandwidth attacks, attackers try to avoid detection by creating attacks that mimic the

behavior of a large number of clients. Evading an NBA system is easy if attackers do coarse-grained rate-based control.

Because the content of the malicious requests does not differ from that of legitimate ones, the resulting attacks are hard
to defend against using standard techniques.

In contrast, FortiDDoS-F uses a combination of Layer 3, 4, and 7 counters and continuously adapts expected inbound
and outbound rates for each of these traffic parameters.

Granular analytics also enable targeted mitigation responses. For example, if a few TCP connections are exceeding
bandwidth, the system blocks those connections rather than all connections. If a single destination is under attack,
FortiDDoS-F drops packets to that destination while others continue. During fragmented flood attacks, all non-
fragmented packets continue as usual. During a port flood to a non-service port, the packets to other ports continue.

Granularity helps to increase the goodput (the throughput of useful data) of the system.

The table below lists the counters that FortiDDoS uses to detect subtle changes in the behavior of network traffic.
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FortiDDoS-F counters

Type 200F 1500F VM-04 VM-08 VM-16
Service Protection Policies (SPPs) 8 16 4 8 16
Protection Subnets per SPP 512 1024 512 512 512

ACLs (system unless noted)

Global ACLs IPv4 1024

Global ACLs IPv6 1024

ACLs per SPP (IPv4 or IPv6) 1024

Blocklist IPv4 upload list 1 million

Blocklist Domains 1024

Domain Blocklist upload list 1 million

Layer 3

Protocol flood (Protocol pps rate, per SPP, 1 counter/Threshold for each of 256 protocols

per direction)

Fragment flood (Fragment pps rate. Per SPP 3 counters/Thresholds for TCP/UDP/Other Fragments
per direction)

IP source flood & source tracking (Source 1 million 4 million 1 million 1 million 2 million
IPs per system)

IP destination flood (Destination Ips per 1 million 4 million 1 million 1 million 2 million

system)

Layer 4

TCP port flood (Port data pps Thresholds per 65,535 65,535 65,535 (Port 0 is anomaly). Ports above

SPP per direction) (Port0Ois (PortOis 1023 are all graphed into port 1024
anomaly) anomaly)

UDP port flood (Port data pps rate 65,535 65,535 65,535 (Port 0 is anomaly). Ports above

Thresholds per SPP per direction) (Port0is (PortOis 10239 are all graphed into port 10240
anomaly) anomaly)

ICMP type/code flood (Type/Code pps rate 65,536 65,536 65,536 Type/Code indexes. Indexes

Thresholds per SPP per direction) above 10239 are all graphed into index

10240
TCP session table (sessions per system) 4 million 16 million 4 million 4 million 8 million
Legitimate IP table ( IP addresses per 1 million 4 million 1 million 1 million 2 million

system) (used to store legitimate Sources
during SYN or DNS Query Floods)

SYN flood (SYN Rate pps per SPP per 6.5 million 14.7 million 2 million 2 million 2 million
direction)
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SYN/source (Sources tracked per system) 1 million 4 million 1 million 1 million 2 million
SYN/destination (Destinations tracked per 1 million 4 million 1 million 1 million 2 million
system)

Concurrent connections/source (Sources 1 million 4 million 1 million 1 million 2 million

tracked per system)

Layer 7

HTTP method (per Method pps rate per SPP 8 Method counters/Thresholds(GET, POST, HEAD, PUT, DELETE,
per direction) CONNECT, OPTIONS, TRACE)

HTTP Method/Source (1 Threshold per SPP 1 million 4 million 1 million 1 million 2 million
per direction) Total Sources tracked per

system

URLSs (1 Threshold per SPP per direction) Top 64,000 Top64,000 Top64,000 Top64,000 Top 64,000
URLSs tracked per SPP per direction

Hosts (1 Threshold per SPP per direction) Top 512 Top 512 Top 512 Top 512 Top 512
Hosts tracked per SPP per direction

Referer (1 Threshold per SPP per direction) Top 512 Top 512 Top 512 Top 512 Top 512
Referers tracked per SPP per direction

Cookie (1 Threshold per SPP per direction) Top 512 Top 512 Top 512 Top 512 Top 512
Cookies tracked per SPP per direction

User-Agent (1 Threshold per SPP per Top 512 Top 512 Top 512 Top 512 Top 512
direction) User-Agents tracked per SPP per
direction

DQRM (DNS Query/Responses tracked per 2 million 8 million 2 million 2 million 4 million
system)

DNS LQ (cached Rcode-0 FQDNs per 131,000 524,000 131,000 131,000 262,000
system)

DNS TTL (Cached TTLs for Rcode-0 FQDNs 2 million 8 million 2 million 2 million 4 million
per system)

DNS Cache (Cached Rcode-0 Responses 65,500 262,000 65,536 65,536 131,000
per system)

DNS query (QPS rate per SPP per direction) 2 million 8 million 2 million 2 million 4 million

DNS query rate/Source (Sources tracked per 1 million 4 million 1 million 1 million 2 million
system)
DNS suspicious activity/source (Sources 1 million 4 million 1 million 1 million 2 million

tracked per system)

DNS question count (Qcount sum per 2 counters (UDP, TCP)
second per SPP per direction)
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DNS MX count (Qps rate per SPP per
direction)

DNS All count (Qps rate per SPP per
direction)

DNS zone transfer count (Qps rate per SPP
per direction)

DNS fragment count (DNS Fragments per
second rate per SPP per direction)

DNS Response Code count (Responses per
second rate per SPP per direction)

NRM (NTP Requests/Responses tracked per
system)

NTP Requests (Requests per second, per
SPP per direction)

NTP Response (Responses per second, per
SPP per direction)

NTP Broadcast (Broadcast pps , per SPP per
direction)

NTP Response pre Destination (Responses
per second) (Destinations Tracked)

Source tracking table

1500F VM-04 VM-08

2 counters (UDP, TCP)

2 counters (UDP, TCP)

1 counter

2 counters (UDP, TCP)

16 counters, one for each Rcode

4 million 16 million 4 million 4 million
1 counter
1 counter
1 counter
1 million 4 million 1 million 1 million

VM-16

8 million

2 million

FortiDDoS maintains massive connection tables of 4-16 million entries and still performs with very low latency.

FortiDDoS does not use its connection tables for non-TCP traffic and thus is immune to ICMP, Fragment and UDP table-
filling attacks. SYN packets are validated under flood without populating the connection table (non-proxy).

The source tracking table enables FortiDDoS to correlate sources with attack events and apply a more stringent blocking
period to the sources that exceeded maximum rate limits. The source tracking table also enables the special “per-
source” thresholds described in the table below.

All per-source thresholds are part of FortiDDoS "Scalar" thresholds and as such all have a machine-learned adaptive
Thresholds used in conjunction with the system Recommended Thresholds created from the learned traffic. This
"Estimated Threshold" compensates for traffic seasonality over short periods of time (from a few minutes to 6 weeks).

Per-source thresholds

Counter Description

most-active-source This counter establishes a maximum packet rate for any IP packet from a
single source. A rate that exceeds the adjusted baseline is anomalous and
treated as a Source Flood attack event. In conjunction with the Source
Multiplier, the most-active-source threshold is useful in tracking and blocking
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Counter Description

non-spoofed sources that are participating in an attack. See the figure:
System attack response timeline.

How is the threshold determined? When it establishes baseline traffic
statistics, FortiDDoS records the highest packet rate from a single source
during the observation period. In a one hour observation period, FortiDDoS
collects a data point for twelve five minute windows. The data point is the
highest rate observed in any one second during the five minute window. If
the packet rate data points for most-active-source are 1000, 2000, 1000,
2000, 1000, 2000, 1000, 2000, 3000, 2000, 1000, and 2000, the generated
statistic is the highest one: 3000.

syn-per-src This counter establishes a maximum packet rate for SYN packets from a
single source. A rate that exceeds the adjusted baseline is anomalous and
treated as a SYN Flood From Source attack event.

concurrent-connections-per-source This counter establishes a maximum packet rate for concurrent connections
from a single source. A count that exceeds the adjusted baseline is
anomalous and treated as an Excessive Concurrent Connections Per
Source attack event.

dns-query-per-src This counter establishes the maximum rate of DNS queries from a single
source. A count that exceeds the adjusted baseline is anomalous and
treated as DNS Query Flood From Source attack event.

dns-packet-track-per-src This counter is based on heuristics to detect suspicious actions from
sources. The source tracking counter is incremented when a query is not
found in the DQRM, when there are fragmented packets in the query or
response, and when the response has an RCODE other than 0.

methods-per-source Drops due to method per source threshold.

Destination table

FortiDDoS destination table supports 1-4 million entries depending on the model.
This table tracks the packet rate for every destination and is used for “per-destination” thresholds.

The destination tracking table enables FortiDDoS to prevent destination flood attacks and slow connectionattacks that
are targeted at individual destinations. The “per-destination” thresholds enable it to do so without affecting the rates for
other destinations in the SPP.

All per-destination thresholds are part of FortiDDoS "Scalar" thresholds and as such all have a machine-learned
adaptive Thresholds used in conjunction with the system Recommended Thresholds created from the learned traffic.
This "Estimated Threshold" compensates for traffic seasonality over short periods of time (from a few minutes to 6
weeks).

The table below describes the per-destination thresholds.

Per-destination thresholds
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Counter Description

most-active-destination This counter establishes a maximum packet rate to any one destination. A rate that
exceeds the adjusted baseline is anomalous and treated as a Destination Flood attack
event.

How is the threshold determined? When it establishes baseline traffic statistics,
FortiDDoS records the highest packet rate to any single destination during the
observation period. In a one hour observation period, FortiDDoS collects a data point for
twelve five minute windows. The data point is the highest rate observed in any one
second during the five minute window. If the packet rate data points for most-active-
destination are 100000, 200000, 100000, 200000, 100000, 200000, 100000, 200000,
300000, 200000, 100000, and 2000, the generated statistic is the highest one: 300000.

syn-per-dst This counter establishes a maximum packet rate for particular TCP packets to a single
destination. A rate that exceeds the adjusted baseline is anomalous and treated as a
Excessive TCP Packets Per Destination flood attack event.

When the syn-per-dst limits are exceeded for a particular destination, the SYN flood
mitigation mode tests are applied to all new connection requests to that particular
destination. Traffic to other destinations is not subject to the tests.

NTP Response per This counter establishes a maximum packet rate threshold for NTP Responses to any
Destination single destination.

A rate that exceeds the Threshold is treated as an NTP per Destination flood attack
event.

When the NTP per Destination limits are exceeded for a particular destination, NTP
Response Packets are rate-limited to that destination without affecting NTP traffic to any
other destination.

Continuous learning and adaptive thresholds

Most NBA systems use fixed value thresholds. Traffic, however, is never static. It shows trends and seasonality (a
predictable or expected variation).

FortiDDoS uses adaptive thresholds. Adaptive thresholds take into account the traffic’s average, trend, and seasonality
(expected or predictable variations).

Traffic prediction

Unlike other network behavior analysis (NBA) systems, FortiDDoS-F never stops learning. It continuously models
inbound and outbound traffic patterns for key Layer 3, Layer 4, and Layer 7 parameters.

FortiDDoS-F uses the following information to model normal and abnormal traffic:

« The historical base, or weighted average, of recent traffic (more weight is given to recent traffic)
o The trend, or slope, of the traffic
« The seasonality of traffic over historical time periods
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Trend, slope, and base of traffic
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FortiDDoS-F uses these statistics to create a forecast for the next traffic period.

Forecast vs. actual traffic
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Traffic is non-deterministic; therefore, the forecast cannot be exact. The extent to which an observed traffic pattern is
allowed to exceed its forecast is bounded by thresholds. Generally speaking, a threshold is a baseline rate that the
system uses to compare observed traffic rates to determine whether a rate anomaly is occurring.

The FortiDDoS system maintains multiple thresholds for each key Layer 3, Layer 4, and Layer 7 parameter:

« Configured minimum threshold

Estimated threshold

Adaptive limit maximum threshold

o Adjustments for proxy IP addresses

« Packet count multipliers applied to traffic associated with an attack

The figure below illustrates how the system maintains multiple thresholds. The sections that follow explain the
significance of each.

Adaptive, minimum and fixed

500 +
450
400
/J_ Adaptive Limit
350 Threshold
300
L
[
E 250 - Configured Minimum
= Threshold
200
Lo N Estimated
Threshold
100 + — Incomingpackets
50 + /\ — Cropped packets
0

Time

Configured minimum thresholds

The configured minimum threshold is a baseline of normal counts or rates. The baseline can be generated (based on
statistics collected during the learning period) or stipulated (based on defaults or manually configured settings).

The configured minimum threshold is a factor in setting rate limits, but it is not itself the rate limit. Rate limits are set by
the estimated threshold, a limit that is subject to heuristic adjustment based on average, trend, and seasonality.

Many of the graphs in the Monitor menu display the configured minimum threshold as a reference.

The table below summarizes the alternative methods for setting the configured minimum threshold.
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Minimum threshold configuration settings
Settings Usage

Thresholds The thresholds configuration is open. You can set user-defined thresholds and
fine-tune them.

You can set reasonable values for port and protocol thresholds based on your
knowledge of your network’s services and server capacity. It is advised that you
have a thorough understanding of FortiDDoS before manually setting values for
scalar thresholds.

System Recommendation The recommended method for setting the configured minimum thresholds.
The configured minimum thresholds are a product of the observed rates adjusted
by a percentage that you specify.

Emergency Setup Use if you do not have time to use Detection Mode to establish a baseline.

Factory Defaults Use to quickly restore the system to high values. The factory defaults are high to
avoid possible traffic disruption when you first put the system inline. In general,
these settings are used together with Detection Mode when you are setting an
initial baseline or a new baseline.

Percent Adjust Use when you expect a spike in legitimate traffic due to an event that impacts
business, like a news announcement or holiday shopping season.

Estimated thresholds

The estimated threshold is a calculated rate limit, based on heuristic adjustments.

The system models an adjusted normal baseline based on average, trend, and seasonality. It uses the heuristics to
distinguish attack traffic from increases in traffic volume that is the result of legitimate users accessing protected
resources.

The minimum value of an estimated threshold is the configured minimum threshold. In other words, if it is not predicting
normal traffic becoming heavier than the baseline, it allows a rate at least as high as the configured minimum threshold.

The maximum value of an estimated threshold is the product of the configured minimum threshold and the adaptive limit.
In other words, the system does enforce an absolute maximum rate limit.

Adaptive limit

The adaptive limit is a percentage of the configured minimum threshold.

An adaptive limit of 100% means no dynamic threshold estimation adjustment takes place once the configured minimum
threshold is reached (that is, the threshold is a fixed value).

The product of the configured minimum threshold and adaptive limit is the absolute maximum rate limit. If the adaptive
limitis 150% (the default), the system can increase the estimated threshold up to 150% of the value of the configured
minimum threshold.

There are scenarios where FortiDDoS-F drops legitimate traffic because it cannot adapt quickly enough to a sudden
change in traffic patterns. For example, when a news flash or other important announcement increases traffic to a
company’s website. In these situations, you can use the Protection Profiles > Thresholds > Percent Adjust configuration
page to increase all configured thresholds by a specific percentage.
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Adjustments for proxy IP addresses

FortiDDoS can take account of the possibility that a source IP address might be a proxy IP address, and adjust the
threshold triggers accordingly. If a source IP address is determined to be a proxy IP address, the system adjusts
thresholds for a few key parameters by a factor you specify on the Global Settings > Proxy IP page.

Packet count multipliers applied to traffic associated with an attack

Packet count multipliers are adjustments to counters that are applied to traffic associated with an attack so that the
thresholds that control drop and block responses are triggered sooner. You can configure multipliers for the following
types of traffic:

« Source floods—Traffic from a source that the system has identified as the source of a flood.
« Layer 7 floods—Traffic for attacks detected based on a URL or Host, Referer, Cookie, or User-Agent header field.

You can use the Protection Profiles > Settings page to specify packet count multipliers.

When both Source flood and Layer 7 flood conditions are met, the packet count multipliers are compounded. For
example, when there is a User Agent flood attack, a source is sending a User-Agent that is overloaded. If the Source
multiplier is 4 and the Layer 7 multiplier is 64, the total multiplier that is applied to such traffic is 4 x 64 = 264. In effect,
each time the source sends a Layer 7 packet with that particular User-Agent header, FortiDDoS considers each packet
the equivalent of 256 packets.

Hierarchical nature of protocols and implication on thresholds

An HTTP packet has Layer 7, Layer 4 (TCP), and Layer 3 (IP) properties. A packet must be within the estimated
thresholds of all these counters in order to pass through the FortiDDoS-F gateway. When it sets recommended
thresholds, the system takes account of this complexity. If you set thresholds manually, you must also be sure that Layer
7 rates are consistent with Layer 4 and Layer 3 rates.

Protocol hierarchy for determining thresholds

IP Protocol 6
(TCP)

TCP Port 80
(HTTP)

HTTP Protocol
URL

Layer 3 Layer 4 Layer 7
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The below illustrates system processing for an HTTP packet.

HTTP packet properties
1P Helevant atinbutes:
IPwE Protoooi=3 TOS, Fragmen:. Options, Packets per Source
!
Li= N . m&l.l;ﬁ::‘ﬂinmnm Rale, TCP Optiors
‘
HTT=

The following IPv4/IPv6 packet properties are tracked:

« Protocol
o Fragment or not a fragment
« Source IP address (the system can monitor the packet rate from that specific source)

The following TCP packet properties are tracked:

» Destination port
e SYNornota SYN packet
o TCP connection tuple (the system can monitor the packet rate within that connection)

An HTTP packet has the following properties that can be tracked:
e Method (GET, HEAD, POST, PUT, TRACE DELETE, OPTIONS, CONNECT)
¢ Method per Source
« URL
e Headers

The figure below illustrates system processing for a UDP packet.

UDP packet properties
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1P Relzvant o butes
IPvE *  Protocok 7, TOS, Fragment, Optiors, Packels par Source

Foaberean | allriblas.

UDF Far=543

——

DM

The following IPv4/IPv6 packet properties are tracked:

 Protocol

» Fragment or not a fragment

« IP option values

o Source IP address, and hence packet rate from that specific source

The following UDP packet properties are tracked:

« Destination port 1-65, 535 (Port 0 is invalid)
o Source port 1-9999, plus 32 user-entered ports

A DNS message has the following additional properties that can be tracked in queries and responses:

» 24 DNS header, Query, Response and exploit anomalies
« Rates for Queries, MX, ALL, ZT, Qcount, Query/Source, Suspicious Sources, DNS Fragments
« DNS Response Codes 0-15

To summarize, because determining thresholds is a hierarchical process, avoid setting low thresholds on common
conditions that can cause FortiDDoS-F to block legitimate traffic as well as attack traffic. The more specific you are about
the type of traffic you want to allow as ‘normal’, the more effective the FortiDDoS-F is in blocking other traffic.

Using FortiDDoS ACLs

This section includes the following information:

o ACL Overview on page 42

o ACL Structure on page 42

o Define system ACL objects on page 43

« Define Global Access Control Lists on page 45
o Define Do Not Track Policies on page 47
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» Define SPP Access Control Lists on page 48
» Define Service Protection Profiles on page 49

ACL Overview

With some notable exceptions, ACLs are ineffective for DDoS mitigation since most DDoS attacks use spoofed Source
IP addresses. Geolocation and Source IP ACLs will miss widely randomized Source IPs in DDoS attacks. However,
ACLs can be useful for the following:

» Blocking known UDP reflection ports that have no legitimate use
« Offloading other infrastructure like firewalls from ACLing “normal” traffic from undesirable countries or prefixes
» Blocking known NTP Reflection packets (Mode 5/7) — please see the NTP Profile for this specific ACL

Note: ACLs are not connection-direction sensitive. If for example you ACL an external server IP address to prevent it
from sending unsolicited traffic to you, any if your users attempting to connect to that server will be blocked because all
inbound packets (a SYN-ACK, for example) will be blocked from that Source IP.

ACL Structure

ACLs are defined in several places for different reasons:

o Global ACLs always drop traffic no matter the Detection/Prevention Mode of SPPs.
Global ACLs use System ACL Objects defined in System > Address and Service and apply those Objects to Global
Protection > Access Control Lists

« Do Not Track Policy ACLs use the same System ACL Objects defined in System > Address and Service and apply
those Objects to Global Protection > Do Not Track Policy > Track and Allow or Do not Track ACLs. Do Not Track
Policies do not support Geolocation objects.

o SPP ACLs use the same System ACL Objects defined in System > Address and Service and apply those Objects to
Service Protection > Service Protection Policy > ACL.
SPP ACLs drop or report and allow packets along with other SPP features and threshold depending on the
Detection / Prevention Mode status of the SPP.
« SPP Profile ACLs
Some Service Protection > Profiles support ACLs that do not require System ACL Objects:
« Service Protection > ICMP Profile allows the entry of ICMP Type/Code ACLs.
» Service Protection > HTTP Profile > HTTP Param ACL allows the entry of Regex expressions for URLs, Hosts,
Referers, Cookies or User Agents ACLs.
« Service Protection > NTP Profile allows a checkbox ACL for NTP Reflection Deny (NTP packets using Mode 6
or Mode 7 parameters)
« Service Protection > DNS Profile > DNS Resource Record Type ACL allows the entry of DNS Resource Record
ranges.
In all cases, these ACLs will apply to any SPP to which that Profile is applied and will follow SPP
Detection/Prevention Mode rules.
« Blocklist ACLs are bulk Global ACLs populated by uploading:
« Lists of IPv4 Addresses to Blocklist > Blocklisted IPv4
« Lists of DNS FQDNSs to Blocklist > Blocklisted Domains
Please refer to the handbook section on these functions for additional information.
« [P Reputation and Domain Reputation are specialized, dynamic, subscription-based ACLs for malicious and botnet
IP Addresses and Domains. Other than subscription purchase there is no user management needed
Note: IP Reputation and Domain Reputation are not required for DDoS Mitigation.
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Define system ACL objects

You can create System Objects for:

« IPv4 and/or IPv6 addresses, subnets and ranges, geolocation
« Services for Layer 3 Protocols, Layer 4 TCP and/or UDP Ports
» Address and Service Groups to include multiple objects from above

These objects/groups are then used to create:

e Global ACLs
» Global Do Not Track and Track and Allow ACLs
« Service Protection Policy (SPP) ACLs

Define System ACL objects via System > Address and Service for:

o Address IPv4
¢ Address/netmask

» Address Range
Note: Address/netmask and Address Ranges can be ACLed as Sources or Destinations in the Access Control
List. Destination ACLs should be used to block traffic to your inside protected public IPs. Source ACLs normally
block traffic from outside public IP addresses.

« Geolocation

=-% FortiDDoS 1500F FI1KSFTE20000005

g% Dashboard > Address IPv4

e FortiView > Name Required. No spaces.

£ System e Type b S EE Ol Address Range ‘ Geo l
High Availability 0.0.0.0/32
Admin AddressNetmask .l 192.02.0/24

Authentication
SNMP
Certificate
Firmware
Maintenance

FortiGuard

Address and Service
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To configure using the CLI:
config system address4
edit addrl
ﬂ set type {ip-netmask|ip-range|geo}
set ip-netmask <ip/mask>
set ip-max <ip> set ip-min <ip>
set country <string>
next
end

e Address IPv4 Group
» Groups IPv4 Addresses, Ranges and/or Geolocations from above into a single object.

-3 FortiDDoS 1500F FI1KSFTE20000005

@ Dashboard > Address IPv4 Group

e FortiView > Name | IPv4_Groupd]

£+ System - Selected Items Available Items
High Availability IPv4_Address Any

. IPv4_Address_Range Geolocate_Aruba
Admin

Authentication

SNMP Member List
Certificate

Firmware

Maintenance Double-click to deselect. Drag Double-click to select.

FortiGuard toreorder.

Address and Service m Cancel

& Network >
o Address IPv6
o Address/netmask
» Address Range
o Address IPv6 Group
» Groups IPv6 Addresses or Ranges from above into a single Object.
» Service
« IP Protocols (0-255)
e ICMP (Protocol 1)
e« TCP, UDP or both TCP and UDP:
» Destination Ports
« Source Ports
Note: Common UDP Reflection Source Port Objects are pre-configured. These can be deleted, modified,
added to Service Groups as desired.
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To configure using the CLI:
config system service
edit <name>
set protocol-type {iplicmp|tcpludp|tcp-and-udp}
set specify-source-port {enable|disable}
set source-port-min <0-65535>
set source-port-max <0-65535>
set destination-port-min <0-65535>
set destination-port-max <0-65535>
next
end

FortiDDoS 1500F FI1K5FTE20000005 @ & admin -
& Dashboard * Address IPvd  Address IPv4 Group AddressIPvé6  Address IPvé Group Service Group
¥ System ~
O Name Protocol Type Specify Source Port Source Port Range Destination Port Range
High Availability
O AL &
Admin
O ECHO uDp enable 7-7 0- 65535 )
Authentication
O DAYTIME uDp enable 13-13 0- 65535 )
SNMP
O QoD uDp enable 17-17 0- 65535 2]
Certificate
[ CHARGEN uDp enable 19-19 0- 65535 2]
Firmware
O TIME upp enable 37-37 0- 65535 2]
Maintenance
O TFTIP uDP enable 69-69 0- 65535 2]
FortiGuard
[ PORTMAPPER uDP enable 111-111 0- 65535 7]
O NETBIOS ubp enable 137-139 0- 65535 7]
L Notwnrk >
« Service Group
« Groups Services into a single Object
-
H FortiDDoS 1500F FI1K5FTE20000005
@ Dashboard > Service Group
I FortiView > | Name | UDP_Reflection |
£+ System ~ Selected ltems Available ltems
High Availability ECHO ALL
. DAYTIME NETBIOS
Admin
QOTD RIPv1
Authentication
Member List CHARGEN IPMI
SNMP TIME OPENVPN
Certificate TFTP MS-5QL
Firmware PORTMAPPER L2TP
Maintenance Double-click to deselect. Drag to reorder. Double-click to select.

FortiGuard

S C I
Address and Service ance

Define Global Access Control Lists

Define Global ACLs via Global Protection > Access Control List > IPv4 or IPv6.
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2-% FortiDDoS 1500F FI1KSFTE20000005

&2 Dashboard > IPv4
| FortiView > Name Specify the name.
System >
B Status @
+ Network 2
@ Global Protection b Action Reject
Deployment Source Type GG Address Group
Praxy IP Source Address Any ~
Cloud Signaling Destination Type GLIEE Address Group
R TR DIl Destination Address | Any M
Blocklist
Service Type Service
Do Not Track Palicy
Service ALL v

GRE Tunnel Endpoint

U Service Protection b

Note:

« Global ACLs are always in Prevention Mode, dropping traffic regardless if the individual Service Protection Profiles
are in Detection or Prevention Mode.

o Global ACL drops will always show in the default SPP in 6.1.x versions.
« The Global ACL list is searched top-to-bottom. You many need to re-order the list using the arrow buttons on the

right for correct behavior.

Setting

ACL Settings

Description

Name
Status

Action

Source Type
Source Address
Destination Type
Destination Address
Service Type

Service

FortiDDoS-F 6.3.2 Handbook
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a-Z,0-9, -, _only
Enable or disable ACL

Reject = block/drop

Accept = process the packet with for all other mitigations. This is not a allow-list
indicator. See Do Not Track Policy for Allow-list configuration and behavior

Address or Address Group (for IPv4 or IPv6 depending on the menu chosen)
Pulldown showing all available System ACL objects

Address or Address Group (for IPv4 or IPv6 depending on the menu chosen)
Pulldown showing all available System ACL objects

Service or Service Group

Pulldown showing all available System Service ACL objects
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To configure using the CLI:
config ddos global {acl | aclé6}

ﬂ edit <entry index>
set source-address <address name>

set action {accept | deny}
next
end

Define Do Not Track Policies

Do Not Track policies define two different types of Allowlists for IPv4 and/or IPv6 addresses, subnets or ranges:

« Do Not Track
« No traffic nor drops will be reported for this ACL — there is no visibility of any traffic to or from this address
« Traffic is not used for learned Traffic Statistics

» Use this very carefully and ever use this for protected IP addresses. If an attacker can discover this IP address,
he can launch attacks FortiDDoS will not monitor.

« Track and Allow

« FortiDDoS processes traffic normally and reports virtual drops a but packets are always allowed to pass. Think
of this as a mini-Detection Mode for IP addresses or subnets.
« Use this ACL with care. While FortiDDoS reports attack traffic, it may not be obvious that the system is allowing
the traffic to pass, even when all SPPs are in Prevention Mode.
Note: Allowlists are relevant whether the IP address is a Source or a Destination.

Define Do Not Track Policies via Global Protection > Do Not Track Policy > IPv4 or IPv6

1. Use the Do Not Track IP Address dropdown menu to select the System ACL object for the policy.
2. Select Track and Allow or Do not Track.

@ Dashboard > | IPv4

| FortiView > Name Track_and_Allow_01

£ System i Do Not Track IP Address | Rangel b
+ Network

Action L ELGLFAIGT Do not Track
@ Global Protection ~
Deployment m Cancel

Proxy IP
Cloud Signaling
Access Control List

Blocklist

Do Not Track Policy
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Define SPP Access Control Lists

Define SPP ACLs via Service Protection > Service Protection Policy > ACL.

Note:

e The SPP must be defined first before you can add any ACLs
o ACL Settings and allowable entries are identical to the Global settings above.
« SPP ACLs confirm to SPP Detection/Prevention rules.

E.E FortiDDoS 1500F FI1K5FTE20000005

& Dashboard > Service Protection Policy - default
b FortiView ’ Service Protection Policy ~ Thresholds Threshold Settings Ii:ﬂﬂil
>
£+ System Name | |
& Network >
Status ()

N

@ Global Protection

U Service Protection - Action

Service Protection Policy IP Version

=

IP Profile Source Address IPv4 Type LG IR Address [Pv4 Group ]
ICMP Profile

Source Address IPv4 Any hd
TCP Profile

Service Type Service
HTTP Profile

i ALL ~

SSL/TLS Profile service
NTP Profile Cancel

MAIC Neafla

To configure using the CLI:
config ddos spp rule
edit <spp_ name>
config acl
edit <acl name>

set
set
set
set

set
set
set

set
set
set
set
set
next
end
next
end

status { enable | disable }

action { reject | accept }

ip-version { IPv4 | IPv6 }
source-addressd4-type { addr4 | addr-grp4 }
source-address-v4 <IPv4 Address>
source-address-v4-group <IPv4 Address Group>
source-address6-type { addr6 | addr-grp6 }
source-address-v6 <IPv6 Address>
source-address-v6-group <IPv6 Address Group>
service-type { service | service-grp}
service-id <Service>

service-grp-id <Service Group>
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Define Service Protection Profiles

Service Protection Profiles for IP, ICMP, TCP, HTTP, SSL/TLS, DNS and NTP contain feature settings used to define
mitigations when the Profiles are assigned to Service Protection Policies. The following Profiles support ACLs:

IP Profile

Some feature selections in the IP Profile are effectively ACLs:

=22 FortiDDoS 1500F FI1K5FTE20000005

@b Dashboard > IP Profile

[ha FortiView 2 Name Required. No spaces
System >

o S IP Strict Anomalies (@

+ Network 3

@ Global Protection > P Private Check ()

U Service Protection 2 P Multicast Check ()

Service Protection Policy

T IP Fragment Check [ Other Protocol Fragment [ TCP Fragment [J UDP Fragment
rofile

ICMP Profile IP Reputation Categories [ DDoS [ Anonymous Proxies
TCP Profil
rome m Cancel
HTTP Profile
IP Private Check Drops packets whose Source IP is in private IP ranges like 10.0.0.0/8
IP Multicast Check Drops packets whose Source IP is in private IP range 224.0.0.0/4

Above options should be enabled for all IP Profiles for any Service Protection Policy

IP Fragment Check
Other Protocol Fragment Drops any fragmented packet for Protocols 0-255, other then TCP (Protocol 6) and
UDP (Protocol 17)

TCP Fragment Drops any fragmented packet for TCP (Protocol 6)

UDP Fragment Drops any fragmented packet for UDP (Protocol 17)
Unless you have expert understanding, these Fragment ACLs must be disabled for all IP
Profiles used in any Service Protection Policy. Instead, use the 3 Fragment Thresholds that
FortiDDoS automatically learns.

ICMP Profile

After creating a new ICMP Profile you can create ICMP Type/Code ACLs for ICMPv4 and/or ICMPV6.

Note: For non expert-users, enable “ICMP Type Code Anomaly”. This drops all non-IETF/IANA-ratified Types and
Codes. Less than 150 Types and codes of 65,536 combinations are ratified.
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To create more granular ICMP Type/Code ACLs:

1. Select the ICMP Profile to edit.
2. Enable ICMP Type Code ACL.
3. Create New ACL.

2.2 FortiDDoS 1500F FI1KSFTE20000005

& Dashboard > ICMP Profile
la FortiView ’ O & Edit Type Code ACL
>
T System Names | Range_2
+ Network > | v
ICMP Type Start -
@ Global Protection > YPESMAt  pange:0-255
U Service Protection v | 255
ICMP Type End Range: 0-255
Service Protection Policy
4]
IP Profile ICMP Code Start Lange, e
ICMP Profile
255
TCP Profile ICMP Code End Range: 0- 255
HTTP Profile
ICMP Version ICMP [ ICMP V6
SSL/TLS Profile
NTP Profile

4. Enter Type/Code Ranges. You are allowed to create a total of 8 per ICMP Profile.

HTTP Profile

Save Cancel

After creating an HTTP Profile, you can create HTTP Param ACLs for URLs, Hosts, Referers, Cookies and/or User

Agents. Regex entries allow wildcard ACLs.

E.E FortiDDoS 1500F FI1K5FTE20000005

& Dashboard > HTTP Profile

la FortiView & ERp L= 4 Edit HTTP Param ACL

v |

>
£+ System e |
MNetwork >
* Type | URL
@ Global Protection >
Regex |
U Service Protection ~
Service Protection Policy Status ()
IP Profile nore Case ()
ICMP Profile
TCP Profile

HTTP Profile
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NTP Profile

NTP Reflection Deny is an available option in the NTP Profile. NTP Reflection Deny drops any packet where the Mode
field is 6 (readvar) or 7 (monlist). These Modes are deprecated and are only used for amplified reflected NTP floods.

Enable this for all NTP Profiles.
Additional NTP Profile settings are discussed in the NTP Profile on page 327.

2.2 FortiDDoS 1500F FI1K5FTE20000005

ﬁ Dashboard > NTP Profile
[ FortiView ? Name Required. No spaces.
L System b
Data Length Anomaly Check
+« Network >

@ Global Protection 5 Stratum Anomaly Check

sl E - WVersion Anomaly Check

Service Protection Policy

IP Profile Control Header Anomalies Check C)
ICMP Profile
Retransmission Check
TCP Profile C)
HTTP Profile Sequence Mismatch Check C)
SSL/TLS Profile
NTP Profile Unsolicited Response Check ® |
DNS Profil
rome Mode Mismatch Check C)
[l Log & Report >
€ Monitor 5 Reflection Deny ()
Save Cancel
DNS Profile

After creating a DNS Profile, you can create DNS Resource Record Type ACLs.

1. Edit the DNS Profile
2. Create New DNS Resource Record Type ACL range

DNS expert use only. IETF RFCs allow 65,536 possible DNS Resource Records but only a
handful are in current use but they are widely scattered across the full range. Study the RFCs
carefully before ACLing Resource Records. FortiDDoS’s various Query and Response

thresholds and validations will fully protect from any Resource Record used in a DDoS attack.
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The DNS Profile also allows you to ACL DNS Fragments, which are the first DNS Query or Response packet with the
More Fragments bit set (subsequent fragmented packets have no Layer 4 headers to identify them as DNS packets and
will be seen as Layer 3 UDP Fragments).

Unless you are an expert user, disable this option. DNS Responses from EDNS0-enabled servers can exceed normal
MTUs resulting in fragmented packets. Use the FortiDDoS automatically learned DNS Fragment Threshold to mitigate
DNS Fragment (usually Reflected Response) floods.

:.E FortiDDoS 1500F FI1K5FTE20000005

& Dashboard b
DNS Feature Controls
| FortiView b
Authentication Direction m Qutbound ‘ Inbound Outbound ‘ P
£+ System b
Flood Mitigation Mode Inbound LI 0EReL M DNS Retransmission I
+ Network 2
@ Global Protection 5 Match Response With Queries(DQRM) C)
Service Protecti w
U Service Protection Validate TTL For Queries From The Same IP C)
Service Protection Policy
|P Profile Generate Response From Cache Under Flood C)
ICMP Profile
Allow Only Valid Queries Under Flood(L
TCP Profile Y Q Q C)
HTTP Profile Block Identified Sources C)
SSL/TLS Profile
NTP Profile Duplicate Query Check C)
DNS Profile Force TCP Or Forward To Server When No Cache Response Available (ol J [0 Forward To Server
[l Log & Report »
DNS Fragment C)
€& Monitor b

Understanding FortiDDoS protocol anomaly protection

This section includes the following topics:

o |IP/UDP/TCP anomalies

o TCP session state anomalies

e HTTP anomalies

o DNS anomalies

o NTP Anomalies on page 57

o SSL/TLS Anomalies on page 59

IP/UDP/TCP anomalies

Legitimate traffic conforms with standards set out in Internet Engineering Task Force (IETF) documents known as
Requests for Comments (RFC). Traffic that does not conform with RFCs is anomalous. Often, anomalous traffic contains
malicious components. In any case, it should be dropped to prevent resource issues.
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This section provides detail for all types of anomalies detected and/or removed. Settings to determine processing of
these anomalies are contained within the various SPP Profiles detailed later in the document.

The FortiDDoS system drops and logs the following Layer 3 anomalies:

« [P version other than 4 or 6

o Header length less than 5 words

« End of packet (EOP) before 20 bytes of IPv4 Data

» Total length less than 20 bytes

« EOP comes before the length specified by Total length

« End of Header before the data offset (while parsing options)

o Length field in LSRR/SSRR option is other than (3+(n*4)) where n takes value greater than or equal to 1
o Pointerin LSRR/SSRR is other than (n*4) where n takes value greater than or equal to 1
» For IP Options length less than 3

» Reserved flag set

e More fragments

« Source and destination addresses are the same (LAND attack)

« Source or destination address is the same as the localhost (loopback address spoofing)

The FortiDDoS system drops and logs the following Layer 4 anomalies:

o TCP Checksum Error

o UDP Checksum Error

o |ICMP Checksum Error

e TCP Invalid Flag Combination

« Invalid ICMP Type/Code (Global option)

o Other header anomalies, such as incomplete packet

» Urgentflag is set then the urgent pointer must be non-zero

o SYNorFIN or RST is set for fragmented packets

o Data offsetis less than 5 for a TCP packet

« End of packet is detected before the 20 bytes of TCP header
» EOP before the data offset indicated data offset

» Length field in Window scale option other than 3 in a TCP packet
» Missing UDP payload

e Missing ICMP payload

« SYN with payload (SPP option)

TCP session state anomalies

TCP session state anomalies are a symptom of an attack or invalid junk traffic, but they can also be seen as a by-product
of traffic load tools used in test environments. You can use the Protection Profiles > SPP Settings configuration page to
enable detection for TCP session state anomalies and to allow for the anomalies that are sometimes triggered by traffic
load tools.

The table below summarizes recommended settings for TCP session state for the FortiDDoS deployment modes. In a
typical Prevention Mode deployment where FortiDDoS receives both sides of the TCP connection, all settings are
available and can be useful. Some settings are not appropriate when FortiDDoS is deployed in Detection Mode or
Asymmetric Mode. See Understanding FortiDDoS Detection Mode or Understanding FortiDDoS Asymmetric Mode for
TCP for additional information on the guidelines for those modes.
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TCP session state anomalies detection options

Setting Detection Mode Prevention - Prevention -
Symmetric Asymmetric

Inbound SYN
Direction

Sequence validation Do not enable Recommended Do not enable

Drops packets with invalid TCP sequence numbers.

SYN validation Do not enable Recommended Recommended

Drops SYNs during a flood if the source has not
completed the TCP three-way handshake.

State transition anomalies validation Do not enable Recommended Recommended

Drops packets with TCP state transitions that are
invalid. For example, if an ACK packet is received
when FortiDDoS has not observed a SYN/ACK packet,
it is a state transition anomaly.

Foreign packet validation Do not enable Recommended Recommended

Drops TCP packets without an existing TCP
connection and reports them as a foreign packet. In
most cases, the foreign packets validation is useful for
filtering out junk.

Allow tuple reuse Recommended Recommended Recommended

Allows tuple reuse. Updates the TCP entry during the
closed or close-wait, fin-wait, time-wait states, when
the connection is just about to retire.

HTTP anomalies

You can use the Service Protection > HTTP Profile to enable detection/ prevention for the following HTTP anomalies:

Anomaly Description

Known Method Anomaly There are eight known methods: GET, HEAD, OPTIONS, PUT, POST,
CONNECT, DELETE, or TRACE. Drop HTTP traffic if the checkbox of the
corresponding method is selected. By default, all methods are disabled.

Unknown Method Anomaly Drops HTTP traffic that uses a method other than GET, HEAD, OPTIONS, PUT,
POST, CONNECT, DELETE, or TRACE. For example, TEST or PROPFIND. The
dropped packets will be shown in the Monitor Graphs as well as in the Attack Log.

Invalid HTTP Version Anomaly Drops HTTP traffic with an HTTP version other than 0.9, 1.0, or 1.1. The dropped
packets will be shown in the Monitor Graphs as well as in the Attack Log.
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Anomaly Description
Do Not Parse HTTP 0.9 If enabled, do not parse and check HTTP 0.9 traffic. Disabled by default.
Drop Range Header Drops packet when the HTTP request includes the HTTP Range header. The

Range header can be abused by attackers to exhaust HTTP server resources.

Persistent Transaction A simple HTTP transaction is one where the client makes a single request for
HTTP content within a TCP session. Persistent connections allow the browser /
HTTP client to utilize the same connection for different object requests to the
same host name. If Persistent HTTP Transactions feature is enabled, FortiDDoS
checks for application level conformity in every packet of a TCP connection.

Incomplete HTTP Request Incomplete HTTP Request Detects HTTP packets that do not end with correct
end-of-packet characters.

This can be a result of attack packets, network fragmentation or large HTTP
cookies. Since many web servers use tracking cookies that are getting very large,
it is not recommended to enable this function on SPPs containing firewalls,
proxies or gateways with outbound sessions. You can enable in Detection Mode
on web servers and observe the logs for large and consistent numbers of drops,
which would indicate the server is using large cookies. If so, disable before
entering Prevention Mode.
e Block Incomplete HTTP Requests: Block Incomplete HTTP Requests drops
HTTP requests that do not end in the correct end-of-packet information.
There are three reasons for incomplete packets:

* Attack traffic

e MTU or PMTU settings are incorrect resulting in a network-fragmented
HTTP packets

* Large Cookies used by your website to identify clients can exceed
standard packet lengths and result in HTTP fragments. Do not enable
this option if you use large cookies.

e Block Sources with Incomplete HTTP Requests: Block Sources of
incomplete HTTP packets for all traffic, based on Global Blocking Periods, as
well as dropping the incomplete packets. If enabled, the source of incomplete
HTTP packets will be blocked based on Service Protection Policy> Blocking
Period for Identified Sources (default 60 seconds) and reported as Slow
Connection: Source floods. Use this option with care as this may block
Firewall, proxy and CDN traffic inbound, most of which is notincomplete
HTTP packets.

Aggressive aging feature control  Layer 7 Flood and incomplete HTTP request—Sends a TCP RST to the
destination server to reset idle connections when an Incomplete HTTP Request is
seen, depending on Incomplete HTTP Request settings.

HTTP Get/Post Mitigation Enable/disable mitigation when HTTP Get/Post flood is enabled.
Direction
HTTP Get flood mitigation Send redirect packet to client. If the client redirect to the new URL that the source

is not spoofed, FortiDDoS allows the connection and adds the source to the
legitimate IP address table.
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Anomaly Description

HTTP Post flood mitigation Send set cookie packet to client. If the client's next request with the set cookie of a
source is not spoofed, FortiDDoS allows the connection and adds the source to
the legitimate IP address table.

This option is recommended if you have enough bandwidth in the reverse
direction of the attack.

DNS anomalies

DNS anomalies are packet or session state irregularities known to be exploited by attackers. The table below lists the
types of DNS anomalies that can be detected.

Note: DNS Anomalies are disabled by default and should only be enabled with Fortinet assistance.

Many networking devices use encrypted DNS packets but still use UDP 53 as the Query/Response Port. FortiDDoS may
see these as anomalous, if these features are enabled and may block legitimate Queries to networking vendors'
proprietary web filtering services, for example.

DNS anomaly detection

Group Anomaly

DNS header anomaly ¢ Invalid op-code—Invalid value in the OpCode field.

* lllegal flag combination—Invalid combination in the flags field.

e SP, DP both 53—Normally, all DNS queries are sent from a high-numbered source
port (49152 or above) to destination port 53, and responses are sent from source
port 53 to a high-numbered destination port. If the header has port 53 for both, it is
probably a crafted packet.

DNS query anomaly » Query bit set—DNS query with the query reply (QR) bit set to 1. In a legitimate

query, QR=0.

* Null query—DNS query in which the question, answer, additional, and name server
counts are 0.

¢ RADbit set—DNS query with the recursion allowed (RA) bit set. The RA bitis setin
responses, not queries.

e QDCNT not 1 in query—Number of entries in the question section of the DNS
packet is normally 1. Otherwise, it might be an exploit attempt.

DNS response anomaly e QCLASS in reply—DNS response with a resource specifying a CLASS ID reserved

for queries only (QCLASS).

e QTYPE in reply—DNS response with a resource specifying a TYPE ID reserved for
queries only (QTYPE).

* Query bit not set—DNS response with the query reply (QR) bit setto 0. In a
legitimate response, QR=1.

e QDCNT not 1 in response—Number of entries in the question section of the DNS
packet is normally 1. Otherwise, it might be an exploit attempt.

DNS buffer overflow e TCP Message too long—TCP query or response message that exceeds the
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Group Anomaly

anomaly

DNS exploit anomaly

DNS info anomaly

DNS data anomaly

NTP Anomalies

maximum length specified in the message header.

UDP message too long—UDP query or response message that exceeds the
maximum length specified in the message header.

Label length too large—Query or response with a label that exceeds the maximum
length (63) specified in the RFC.

Name too long—DNS name that exceeds 255 characters. This can cause
problems for some DNS servers.

Pointer loop—DNS message with a pointer that points beyond the end of data
(RFC sec4.1.4). This is an exploit attempt.

Zone transfer—An asynchronous Transfer Full Range (AXFR) request
(QTYPE=252) from untrusted networks is likely an exploit attempt.

Class is not IN—A query/response in which the question/resource address class is
not IN (Internet Address). Although allowed by the RFC, this is rare and might
indicate an exploit attempt.

Empty UDP message—An empty message might indicate an exploit attempt.
Message ends prematurely—A message that ends prematurely might indicate an
exploit attempt.

TCP Buffer underflow—A query/response with less than two bytes of data specified
in the two-byte prefix field.

Type ALL used—Detects a DNS request with request type set to ALL (QTYPE=255).
Typical user queries to not request ALL.

Invalid type, class—A query/response with TYPE or CLASS reserved values.
Extraneous data—A query/response with excess data in the packet after valid DNS
data.

TTL too long—TTL value is greater than 7 days (or 604800 seconds).

Name length too short—A query/response with a null DNS name.

For both intentional and unintended reasons, NTP queries and responses may be improperly crafted. FortiDDoS allows
you to block any packet with the following anomalies. Anomalies will be displayed in Attack Logs and Monitor > Anomaly
Drops > Layer 7 > NTP graph page.

The following Header Anomalies can be enabled/disabled as required. Turn these Anomalies ON during
Learning/Detection Mode and evaluate the Outbound drops showing for these anomalies. If you are seeing large
outbound drops for a specific anomaly and the Protected IP looks legitimate, disable the anomaly. Note that while
Outbound may be in Detection mode if the system “drops” an Outbound Query because of an Anomaly, it will not put this
Query in the NRM table and if an Inbound Response is seen it will be dropped as “unsolicited” (see below) which will
affect the ability of your devices to reach NTP servers.
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Header Anomaly Description

Data Length Each NTP version has a specified maximum data length
in the Query or Response. FortiDDoS will match the
actual data length to the defined data length for the
identified Version and drop any packet that does match
correctly.

Stratum NTP includes Stratum information to describe the
accuracy of the server clock. The RFC supports 0-15
“stratum” but the Stratum field allows 256. Any number
above 15 is an anomaly and will be dropped. In addition, if
the Stratum is 2 or greater a Reference ID must be
included in the request and response. If it is not included,
it will be dropped.

Version NTP Version must be between 1 and 4. If the Version is 1,
then the Mode must be 0.
Control Header FortiDDoS monitors 9 different Control header anomalies

¢ Request LEAP INDICATOR as zero

¢ Request with ERROR or MORE bits set

¢ Request with non-zero OFFSET

¢ Request with reserved OPCODE ( >7).

¢ Response with COUNT value as 0

¢ Fragmented error response (E=1 and M=1)

¢ First response with M=1 with non-zero OFFSET
¢ Response with reserved STATUS values(>7)

State Anomaly Description

Retransmission If multiple identical Requests are seen before a

Check Response is seen subsequent identical Requests are
dropped.

Note: This feature will not work where there is
asymmetric traffic and FortiDDoS may not see all
Responses. Disable this feature if FortiDDoS is in
Asymmetric Mode.

Sequence Mismatch  Detects header Sequence number errors in Queries and
Responses.

Note: This feature will not work where there is
asymmetric traffic and FortiDDoS may not see all
Responses.
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Usage

Normally, this anomaly can be
enabled for all conditions.

Normally, this anomaly can be
enabled for all conditions.

Normally, this anomaly can be
enabled for all conditions.

Normally, this anomaly can be
enabled for all conditions.
However if you are hosting an
NTP server, you many need to
disable this option. Enable and
monitor during Learning/
Detection and evaluate the
number of events and drops in
both directions. If unsure contact
Fortinet Support.

Usage

Normally used on an NTP server
seeing Requests.

Disable this feature if FortiDDoS
is in Asymmetric Mode.
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State Anomaly Description Usage

Unsolicited FortiDDoS records all passing NTP Requests. When a This feature would normally be

Response Check matching NTP Response is seen the record is cleared. If  used where inside protected

(NRM) an NTP Response has seen that was not Requested, itis  clients are trying to reach NTP
“unsolicited” and dropped immediately. servers outside (internet-side) of

Note: This feature mitigates NTP Reflected Response the FortiDDoS. This features also
Floods from the first packet, without the requirementfora  Works where you are expecting
Response Threshold. However, this feature will notwork ~ no NTP traffic in either direction,
where there is asymmetric traffic and FortiDDoS may not ~ Where, for example, you have an

see all Requests or Responses. If the system is in NTP server on your network and
Asymmetric Mode, disable this feature and use do not need to access the
Response Threshold below. Internet for time information.

Mode Mismatch Some Modes must be different in the Client Query and See Unsolicited Response
Server Response while some Modes are the same for (NRM) above.

both. FortiDDoS monitors valid combinations and if any
are invalid, that packet will be dropped. The only valid
Mode pairs for Requests/Responses are 1/2, 3/4, 6/6 or
7/7.

Note: Mode Mismatch (MM) is like Unsolicited Response,
working only with symmetric traffic. If FortiDDoS is in
Asymmetric Mode, disable this feature. MM can be used
without it.

Reflection Deny No parameters. If you enable Reflection Deny, FortiDDoS
will deny NTP Mode 7 and NTP Mode 6 packets in
Queries and Responses. These packets are not needed
and are frequently abused to create reflected, amplified
NTP DDosS attacks.

SSL/TLS Anomalies

You can use the Service Protection > SSL/TLS Profile to enable detection/prevention for the following SSL/TLS
anomalies:

Anomaly Description

Protocol Anomaly (Content Type  Enable/Disable TLS Protocol Anomaly (Content Type) check. Normal Content
Anomaly) Types include: changecipherspec (20), alert (21), handshake (22), application_
data (23), and heartbeat (24).

With Protocol Anomaly enabled, any packet where the Content Type is not 20-24
will be dropped.

Version Anomaly Enable/Disable TLS Version Anomaly Check. Valid version values are SSL 3.0,
TLS 1.0, TLS 1.1, TLS 1.2 which are from 768 to 771 inclusive. Once version-
anomaly option enabled, and the version value in the received message is
mismatched these values, FortiDDoS will take the message as version-anomaly,
then log and drop it.
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Anomaly Description

Cipher Anomaly Enable/Disable TLS Cipher Anomaly Check. FortiDDoS will verify if the cipher is
normal. If not, it will take the message as the cipher-anomaly message, then log
and drop it.

Block Incomplete Request Enable/Disable Block Incomplete TLS Request Slow-connection. When the

actual data length of TLS record is less than its length field value or the data
length of handshake protocol is less than its length field value, the request is
considered as Incomplete Request which will be dropped and logged.

Aggressive Aging Incomplete Enable/Disable switch for send reset to server for incomplete message to release
Request Server resources. When it's enabled, as long as Incomplete Request traffic is
detected, FortiDDoS will send reset to server for aging TCP connection.

Block Source with Incomplete Enable/Disable source with Block Incomplete TLS Request to block client. When
Request it's enabled, as long as Incomplete Request traffic is detected, FortiDDoS will
block all traffic from the same source address for a block period.

Renegotiation Check Enable/Disable renegotiation check (Per connection check). Drops the packet if
SSL renegotiations exceed Renegotiation Threshold per Renegotiation Aging
Time from any Source.
* Renegotiation Aging Time: The period of checking renegotiation, default
value is 1 second.
e Renegotiation Threshold: Max renegotiation time for client during aging-time,
default value is 5 seconds.

Understanding FortiDDoS Detection Mode

In Detection Mode, FortiDDoS logs events and builds traffic statistics for SPPs, but it does not take actions: it does not
drop or block traffic, and it does not aggressively age connections. Packets are passed through the system to and from
protected subnets. Any logs and reports that show drop or blocking activity are actually simulations of drop or block
actions the system would have taken if it were deployed in Prevention Mode.

When you get started with FortiDDoS, you deploy it in Detection Mode for 2-14 days so that the FortiDDoS system can
learn the baseline of normal inbound and outbound traffic. The length of the initial learning period depends upon the
seasonality of traffic (its predictable or expected variations) and how representative of normal traffic conditions the
learning period is. Ensure that there are no attacks during the initial learning period and that it is long enough to be a
representative period of activity. If activity is heavier in one part of the week than another, ensure that your initial learning
period includes periods of both high and low activity. Weekends alone are an insufficient learning period for businesses
that have substantially different traffic during the week. Thus, it is better to start the learning period on a weekday. In
most cases, 7 days is sufficient to capture the weekly seasonality in traffic.

At the end of the initial learning period, you can adopt system-recommended thresholds (usually lower than the factory
default) and continue to use Detection Mode to review logs for false positives and false negatives. As needed, you
repeat the tuning: adjust thresholds and monitor the results.

When you are satisfied with the system settings, change to Prevention Mode. In Prevention Mode, the appliance drops
packets and blocks sources that violate ACL rules and DDoS attack detection thresholds.
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Important: In Detection Mode, the FortiDDoS system forwards all packets, but a simulated drop might be recorded. TCP
session control options depend on the true TCP state, and simulated drops when the appliance is in Detection Mode can
lead to unexpected results. For example, if the system records a (simulated) drop for a TCP connection, when
subsequent packets arrive for the connection, the system treats them as foreign packets because the state table entry
indicates the session has already been closed.

The table below summarizes our guidelines for SYN flood mitigation and TCP session state settings in Detection Mode.

SYN flood mitigation and TCP state anomaly detection settings

Settings Guidelines

Global Settings > Settings

SYN Flood Mitigation The SYN flood mitigation mode settings are not applicable and disregarded. In
Detection Mode, the FortiDDoS system does not drop packets, so it cannot test the
legitimacy of source IP addresses.

Protection Profiles > SPP Settings > TCP session feature control

SYN validation Do not enable. This option enables SYN flood mitigation mode, which is not applicable
in Detection Mode.

Sequence validation Do not enable. Simulated “drops” in Detection Mode lead to incorrect window
validations for subsequent session packets.

State transition anomalies Do not enable. Simulated “drops” in Detection Mode lead to faulty tracking of session

validation state.

Foreign packet validation Do not enable. Simulated “drops” in Detection Mode lead to unexpected foreign packet
violations.

Allow tuple reuse Exception to the rule. Enabled by default to support standard test environments that

reuse tuples in quick succession. The setting is valid in Detection Mode. Recommended
to avoid unnecessary logging of the event when it is detected.

Allow duplicate SYN-in- Exception to the rule. Not enabled by default, but the setting is valid in Detection Mode.
SYN-SENT Recommended to avoid unnecessary logging.

Allow duplicate SYN-in- Do not enable.

SYN-RECV

Allow SYN anomaly
Allow SYN-ACK anomaly
Allow ACK anomaly
Allow RST anomaly

Allow FIN anomaly
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Understanding FortiDDoS Prevention Mode

This section includes the following information about attack mitigation features when you deploy FortiDDoS in
Prevention Mode:

e SYN flood mitigation

« DNS flood mitigation on page 65
o NTP flood mitigation on page 68
o Aggressive aging

« Rate limiting

« Blocking

» Reducing false positives

SYN flood mitigation

This section includes the following information:

o Overview

» ACK Cookie

o SYN Cookie

e SYN Retransmission

Overview

When a client attempts to start a TCP connection to a server, the client and server perform a three-way handshake:

» The client sends a SYN message to the server to request a connection.

« The server creates an entry for the connection request in the Transmission Control Block (TCB) table with status
SYN-RECEIVED, sends an acknowledgment (SYN-ACK) to the client, and waits for a response.

« The client responds with an acknowledgment (ACK), the connection is established, and the server updates the
entry in the TCB table to ESTABLISHED.

TCP Connection Three-Way Handshake

SYN-ACK

A SYN flood attack on a server exploits how the server maintains TCP connection state for the three-way handshake in
the TCB table. In a spoofed attack, the attacker sends a large number of SYN packets from spoofed IP addresses to the
server; or in a zombie attack, the attacker has used a virus to gain control of unwitting clients and sends a large number
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of SYN packets from legitimate IP addresses to the server. Each SYN packet that arrives creates an entry in the table.
The spoofed addresses make it impossible to resolve the three-way handshake, and the TCP connection state in the
TCB table remains ‘half-open’ instead of completing the cycle. It never transitions to ‘established’ and ultimately to
‘closed’. As a result, TCB table entries are not “cleaned up” by the expected life cycle, resources can be exhausted, and
there can be system failure and outages.

Half-Open TCP Connection SYN Flood Attack

SYMN-ACK

Spoofed 3YN

Attacker

To prepare for SYN flood attacks, FortiDDoS maintains a table of IP addresses that have completed a three-way
handshake. This is called the legitimate IP address (LIP) table. Entries in the LIP expire after 1 minute.

When FortiDDoS detects a SYN flood attack, it enters SYN flood mitigation mode. In this mode, the system acts as a
proxy for TCP connection requests and uses the LIP table to validate new connections:

» New SYN packets coming from addresses in the LIP table are presumed legitimate and are allowed

« FortiDDoS takes a guarded approach to other SYN packets, and they are processed according to the configured
SYN flood mitigation mode option:

« ACK Cookie
» SYN Cookie (This is the preferred SYN flood mitigation method.)
« SYN Retransmission

The SYN flood mitigation mode behavior applies only when FortiDDoS has detected a SYN flood with either of the
following thresholds:

« syn: When total SYNs to the subnet exceeds the threshold, the SYN flood mitigation mode tests are applied to all
new connection requests.

» syn-per-dst: When the per-destination limits are exceeded for a particular destination, the SYN flood mitigation
mode tests are applied to all new connection requests to that particular destination. Traffic to other destinations is
not subject to the tests.

ACK Cookie

The figure below illustrates the ACK Cookie mitigation mode option. FortiDDoS sends the client two ACK packets: one
with a correct ACK number and another with a wrong number. The system determines whether the source is not spoofed
based on the client’s response. If the client’s response indicates that the source is not spoofed, FortiDDoS-F allows the
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connection and adds the source to the legitimate IP address table. Fortinet recommends this option if you have enough
bandwidth in the reverse direction of the attack. (This method generates 2 responses for every SYN. Thus, a 1 Gbps
SYN flood will generate 2 Gbps reverse traffic.)

SYN Flood Mitigation Mode—ACK Cookie

FortiDDoS

SYN
ACK (Ack=Good ACK, SEQ=Cookie)

g Q ACK (Ack=Bad ACK, SEQ=Cookie) _
&Y ACK (ACK=Cookie+ ) |

RST/ACK (ACK=Cookie+1)

SYN Cookie

The figure below illustrates the SYN Cookie mitigation mode option. FortiDDoS sends a SYN/ACK with a cookie value in
the TCP sequence field. If it receives an ACK back with the right cookie, a RST/ACK packet is sent and the IP address is
added to the LIP table. If the client then retries, it succeeds in making a TCP connection. Fortinet recommends this
option if you cannot use ACK Cookie and you anticipate high volume attacks.

SYN Flood Mitigation Mode—SYN Cookie

FortiDDoS
SYN ..‘
SYN/ACK (SEQ=Cookie) __ %
L =t
: RSTIACK _
SYN -'

SYN Retransmission

The figure below illustrates the SYN Retransmission mitigation mode option. FortiDDoS drops the initial SYNs to force
the client to send a SYN again. If a pre-configured number of retransmitted SYNs arrive within a predefined time period,
the FortiDDoS considers the source to be legitimate. It allows the connection to go through and adds the source to the
legitimate IP address table. Fortinet recommends this option if you cannot use ACK Cookie and you anticipate low
volume attacks.

SYN Flood Mitigation Mode—SYN Retransmission
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DNS flood mitigation

FortiDDoS

The following figure shows how FortiDDoS mitigates a DNS query flood. It uses the DNS tables and LIP table to validate

queries and responses.
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FortiDDoS mitigates DNS threats by applying tests to determine whether responses are legitimate.
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These methods minimize illegitimate traffic from reaching protected DNS servers and maximize the availability of DNS
services for legitimate queries during a flood.
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DNS Query Response Matching (DQRM)

When a DNS query is received, the system stores the DNS transaction details in the DQRM table. It can store up to 1.9
million records. When it receives a response, it searches this table for a matching query. If the response has no matching
query, FortiDDoS drops the unmatched response. Drops are reported on the Monitor > Layer 7 > DNS > Unsolicited
Response graph. The table entry is cleared after the matching response is received. The DQRM table response
validation prevents attacks that attempt to exploit DNS responses, such as DNS cache poisoning and DNS amplification
attacks (also called Distributed Reflective Denial of Service attacks). The DQRM can also be used to throttle repeated
queries that would otherwise result in unnecessary server activity. The "Duplicate query check before response" option
drops identical queries (same transaction details) that are repeated at a rate of 3/second. Drops are reported on the
Monitor > Layer 7 > DNS > Unexpected Query graph.
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NTP flood mitigation

The following shows how FortiDDoS mitigates NTP response flood. It uses reflection check,connection state check and
threshold limit check to validate NTP responses.

Reflection Deny

When NTP reflection deny is enabled, FortiDDoS will drop NTP Mode 7 (Monlist) and NTP Mode 6 (Varlist) packets in
Queries and Responses. These packets are unnecessary and are frequently abused to create reflected, amplified NTP
DDoS attacks. Drops are reported on Drop Monitor > ACL Drops > Layer7 > NTP> NTP Reflection ACL Drops.

Unsolicited Response Check

When FortiDDos receives a NTP query, the system stores the NTP transaction details in the NRM table. When it
receives a response, it searches this table for a matching query. If the response has no matching query, FortiDDoS
drops the unmatched response. Drops are reported on the Drops Monitor > Anomaly Drops > Layer 7 > NTP graph. The
table entry is cleared after the matching response is received. The NRM table response validation prevents attacks that
attempt to exploit NTP responses, such as NTP amplification attacks (also called Distributed Reflective Denial of Service
attacks). The NRM can also be used to throttle repeated queries that would otherwise result in unnecessary server
activity. When the "Retransmission" option is enabled, if multiple identical Requests are seen before a Response is
received, subsequent identical Requests will be dropped. Drops are reported on the Drops Monitor > Anomaly Drops >
Layer 7> NTP graph.

NTP Thresholds

FortiDDos supports NTP response per destination threshold, NTP request threshold, NTP response threshold and NTP
broadcast threshold to limit different types of NTP traffic rates. Thresholds can be added in Service Protection > Service
Protection Policy > Threshold > Scalars. Drops are reported on the Drops Monitor > Flood Drops > Layer 7 > NTP graph.

Aggressive aging

This section includes the following topics:

» Slow connection detection and aggressive aging
« Rate anomalies and aggressive aging
« lIdle connections and aggressive aging

Slow connection detection and aggressive aging

Slow connection attacks are Layer 4-7 attacks that aim to make a service unavailable or increase latency to a service.
These attacks are not detected by Layer 4 volumetric detection methods because they create legitimate TCP
connections. With these attacks, distinguishing attackers from legitimate users is a complex task.

Variations of the Slowloris attack involve opening a legitimate TCP connection and not doing anything at all. Such idle
connections fill up the connection tables in firewall and servers.
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FortiDDoS can detect slow connection attacks and combat them by ‘aggressively aging' slow connections. When slow
connection detection is enabled, the system monitors TCP ports 80 by default, and 443 for slow connection anomalies.
Monitor ports can be user-configured. If the traffic volume for a connection is below a specified byte threshold during an
observation period, the connection is deemed a slow connection attack and the following actions can be taken:

« Ifthe Service Protection > TCP Profile > TCP Session Settings > Aggressive Aging Feature Control > Slow TCP
Connections option is enabled, FortiDDoS sends a RST packet to the server so that the server can remove the
connection from its connection table.

« Ifthe Service Protection > TCP Profile > TCP Packets Validation > Foreign Packet Validation option is enabled,
the subsequent packets for the connection are treated as foreign packets and dropped. The eventis logged as a
Foreign Packets (Aggressive Aging and Slow Connections) and then as a State Anomalies: Foreign packet (Out of
State) event and drops are reported on the Drops Monitor > Anomaly Drops > Layer 4.

« If Block Sources with Slow TCP Connections option is enabled, FortiDDoS applies the 'Blocking Period for
Identified Sources' configured on the Service Protection Policy > Blocking Settings > Blocking Period For Identified
Sources (in seconds). The drops based on this blocking period action are also logged as 'Slow Connection: Source
flood' events and reported on the Drops Monitors > Flood Drops > Layer 4 page.

The figure below illustrates how FortiDDoS deployed between the client and server can monitor slow attack threats and
take action to aggressively age them.

Slow connection detection and aggressive aging

Client FortiDDoS Server

N <

= |

T

3-wa handshake

Traffic rate below the Slow TCP Threshold

! RST

>

Note: By default, FortiDDoS uses the MAC address for the management interface (mgmt1) when it sends a TCP reset to
aggressively age the connection. To configure a different MAC address for the resets, go to Global Settings > Settings >
Settings.

Another slow connection attack, the R U Dead Yet? (RUDY) attack, injects one byte of information into an HTTP POST
request. The partial request causes the targeted web server to hang while it waits for the rest of the request. When
repeated, multiple simultaneous RUDY connections can fill up a web server’s connection table.

When deployed between clients and servers, FortiDDoS can detect HTTP connections that resemble RUDY attacks and
'aggressively age' the connections in the same way it does for slow TCP connection attacks. When a partial request is
sent from a client, it can be dropped.

The following actions can be taken:

« If Service Protection > HTTP Profile > Incomplete Request Action setting is set to Drop, the Incomplete HTTP
Packet is dropped. The eventis logged as a 'Incomplete HTTP Request' event, and drops are reported on Drops
Monitors > Anomaly Drops > Layer 7 > HTTP Header page.

« If Service Protection > HTTP Profile > Incomplete Request Action setting is Aggresive Aging, the Incomplete HTTP
Packet is also dropped. The session entry in the FortiDDoS TCP state table is timed out and an RST is sent to the
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server. The eventis logged as an 'Incomplete HTTP Request' event and drops are reported on Drops Monitor >
Anomaly Drops > Layer 7 > HTTP Header page.

« Ifthe Service Protection > TCP Profile > TCP Packets Validation > Foreign Packet Validation is enabled,
subsequent packets for the connection are treated as foreign packets and dropped The event is logged as a Foreign
Packets (Aggressive Aging and Slow Connections) and then as a 'State Anomalies: Foreign packet (Out of State)'
event and drops are reported on Monitor > Anomaly Drops > TCP State Anomalies page.

« Ifthe Block Sources with Incomplete HTTP Request setting is enabled, FortiDDoS applies the 'Blocking Period for
Identified Sources' configured on the Service Protection Policy > Blocking Settings page. The drops based on this
blocking period action are also logged as 'Slow Connection: Source flood' events and reported on the Drops Monitor
> Flood Drops > Layer 4 page.

¢ Track Slow TCP Connections should not be enabled if FortiDDoS is in Asymmetric Mode,
since it needs to see both directions of traffic to properly determine Byte counts.
e Large Cookies can also cause Incomplete HTTP Requests. It is recommended that this
feature should not be used on SPPs that contain firewalls, gateways, proxies or other
devices that originate many outbound sessions to the Internet.

The table below summarizes the predefined thresholds for slow connection detection.

Slow connection detection thresholds

Setting Moderate Aggressive User Defined None

Slow TCP 512 Bytes 2048 Bytes 1-65535 Bytes Disabled —
connection byte ignore entry
threshold

Slow TCP 30 seconds 15 seconds 1-1023 seconds Disabled —
connection ignore entry

observation period

Caution: Source blocking for slow connection detection is disabled by default. Do not enable if
it is typical for the SPP to receive traffic with source IP addresses that are proxy IP addresses

(for example, a CDN proxy like Akamai). You want to avoid blocking a proxy IP address
because the block potentially affects many users that are legitimately using the same proxy IP
address.

Rate anomalies and aggressive aging

In addition to the slow connection detection, you can use Service Protection > TCP Profile > Aggressive Aging Feature
Control > High Concurrent Connection per Source option and HTTP Profile > Aggressive Aging Flood option to reset the
connection (instead of just dropping the packets) when the high-concurrent-connection-per-source and HTTP rate
anomalies are detected.

The figure below illustrates aggressive aging when high concurrent connection or HTTP rate anomalies are detected.

Rate anomalies and aggressive aging
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Note: The initial drops resulting from aggressive aging appear in logs and reports as SYN per Source flood drops or
HTTP method flood drops, as appropriate. If the TCP session feature control option foreign-packet-validation option is
also enabled, subsequent packets from these sources are dropped as foreign packet anomalies because the packets
are correlated with a connection that has been reset.

Idle connections and aggressive aging

FortiDDoS maintains its own massive TCP connection table. To reserve space in this table for active traffic, FortiDDoS
periodically uses aggressive aging to reset inactive connections based on the idle timers configured in Service
Protection > TCP Profile > TCP Session Idle Timeout.

Rate limiting

FortiDDoS maintains rate meters for packets, connections, and requests. It drops packets that exceed the maximum
rates (which are based on history, heuristics, and a multiplier that you specify or based on an absolute limit that you
specify).

Rate limiting thresholds are not only a good way to detect attacks, but also an effective method to protect servers. When
deployed between client and server traffic, the rate limits ensure that a server is not inundated with more traffic than it
can handle.

When FortiDDoS drops packets that exceed the maximum rates, the originating client retransmits the packets. Traffic
originating from attackers is likely to be marked by extended blocking periods, while traffic originating from legitimate
clients is likely to find itself within the acceptable rates as thresholds are reevaluated.

Blocking

In Prevention Mode, traffic that exceeds protection profile thresholds is blocked for the configured blocking period. When
blocking period is over, the threshold is checked again.

The below examples assume that the blocking period has the default value of 15 seconds.
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Example 1: Too many packets with a specified protocol

« The system drops incoming packets with the protocol that are destined for a specific network (specified as a subnet)
for 15 seconds. It forwards all other packets.

» The system tracks the source of the packets to determine if this is a single-source attack.
» After 15 seconds, the system checks the rate of the packets against the threshold again.

Example 2: Too many mail messages to an SMTP server

« The system drops incoming TCP packets destined for port 25 on the mail server (or the mail server’s network) for 15
seconds. It forwards all other packets.

« The system tracks the source of the packets to determine if this is a single-source attack. If there is a single source,
the appliance blocks all packets from that source for 15 seconds.

« After 15 seconds, the system checks the rate of the packets against the threshold again.

» Mail clients assume that the network is slowing down because TCP packets are lost. The clients start to send
packets at a slower rate. No mail messages are lost.

Example 3: Too many SYN packets to a web server

« The system checks SYN packets destined for a web server. If they come from an IP address in the legitimate IP
address table, the system permits them to continue to the web server. The appliance allows these packets as long
as their rate is lower than the new-connections threshold (designed to indicate zombie floods). The system forwards
all other SYN packets.

« Ifthe IP address does not exist in the legitimate IP address table, and if the SYN flood mitigation method is SYN
cookie, the system performs a proxy three-way handshake to validate the IP address.

« After 15 seconds, the system checks the packet rate against the threshold again.

Example 4: Too many concurrent connections from a single source

« Ifthere are too many concurrent TCP connections from a single source, the system blocks new connections until
the number of concurrent connections is less than the threshold.

« Once the concurrent connection count goes down, the system allows the source to establish new connections.

« The system tracks the source of the connections to determine if this is a single-source attack. If there is a single
source, the appliance blocks all packets for 15 seconds.

« After 15 seconds, the system checks the connection rate against the threshold again.

Reducing false positives

When the FortiDDoS-F system blocks traffic because it exceeds the threshold of a specific traffic parameter, it blocks
subsequent traffic with the offending characteristic. As a result, during the blocking period, the system might block traffic
from legitimate sources in addition to traffic from a malicious source.

The system uses the following mechanisms to minimize the impact of these false positives:

« Because the blocking period is short (1 to 15 seconds), the system frequently checks to see if the traffic no longer
exceeds the threshold that detected the attack.
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« The system simultaneously attempts to determine whether the attack is not spoofed and can be attributed to one or

a few sources. If it can identify these sources (called source attackers), it applies a “multiplier” to them. The
multiplier makes traffic from these source attackers more likely to exceed the most active source threshold, which
causes the system to apply a longer blocking period.

« Ifitidentifies attackers, the system can stop blocking traffic from legitimate sources as soon as the standard, shorter

blocking period is over, but continue to block traffic from source attackers for a longer period.

The figure below illustrates how the FortiDDoS system responds immediately to attacks but then adjusts its attack
mitigation activity to packets from specific sources only.

In this example, the standard blocking period is 15 seconds and the blocking period for source attackers is 60 seconds

(the default value). The multiplier for source attackers is 16, and the most active source threshold is 100 packets per

second.

When Source B sends 90 fragmented packets, the calculated rate is 1440 packets per second, which exceeds the most
active source threshold. But when Source C sends 2 fragmented packets per second, the calculated rate of 32 packets

per second does not exceed the threshold. Thus, the system applies the longer blocking period to Source B only.

Source C, which sends an insignificant number of fragmented of packets, is blocked only for the length of the shorter,
standard blocking period.

System attack response timeline

Traffic exceeds
SPP's fragment
threshold

Traffic re-evaluated:
No longer exceeds
fragment threshold

y

0 1

!
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Appliance blocks all fragmented packets for the SPP in this direction
for 15 seconds. The "Source multiplier" is applied to all sources of
fragmented packets.

Source A sends 50 non-fragmented packets per
second. No "Source multiplier” is applied, and no
packets are blocked.

Source B sends 90 fragmented packets per second. After the "Source multiplier” is applied, traffic exceeds the most active source
threshold and packets from this scurce are blocked for 60 seconds.

Source C sends 2 fragmented packets per second. After
the "Source multiplier” is applied, traffic does not exceed
the most active source threshold, but cngeing blocking
period for fragmented packets blocks the packets.

Scurce C sends 2 fragmented packets
per second. No "Source multiplier" is
applied, and no packets are dropped.
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Understanding FortiDDoS Asymmetric Mode

Understanding FortiDDoS Asymmetric Mode for TCP

FortiDDoS monitors TCP states. For TCP state monitoring to work fully and properly for all types of related mitigation,
bidirectional traffic must pass through FortiDDoS.

When only one direction of traffic passes through the device, from FortiDDoS’ perspective, we call it Asymmetric traffic
and the appliance must be set in Asymmetric Mode.

Combinations of multiple links and BGP routing tables at the ISPs and the customer can result in inbound and outbound
using any combination of the links.

The figure below shows an asymmetric route when an external client initiates the connection, such as a web server
request. The initial TCP SYN traverses the network path where FortiDDoS has been deployed, but the SYN-ACK
response takes a different route to the client.

Asymmetric route when an external client initiates the connection

r2 )
G SYNACK

ISP2 gateway

Client ISP FortiDDoS gateway
@ sSYN —
O ACK —

The following figure shows an asymmetric route when the internal resource initiates the connection, such as when a
backup server initiates a scheduled job. The TCP SYN takes an out-of-path route, and the SYN-ACK packet is the first
packet that FortiDDoS sees for the session.
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Asymmetric route when an internal server initiates the connection
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We have two key recommendations if you plan to deploy the FortiDDoS appliance in a network path where asymmetric
routes are possible:

» When feasible, design the network routes so that FortiDDoS sees both sides of the client-server connection. You
might be able to do this with the preferred routes, persistence, or active/active synchronization features of the
routing devices in your deployment.

« If you cannot avoid asymmetric traffic, enable FortiDDoS Asymmetric Mode. In Asymmetric mode, FortiDDoS can
use virtually 100% of its methods to detect abnormal network traffic, with the exception of the parameters noted
below. Disabling these parameters results in a very small loss of attack detection capability.

In Asymmetric Mode, the system can parse Layer 4 and Layer 7 headers for most floods and URL-related features. If this
feature is off, such floods are not detected when two-way session traffic is not completely seen by the appliance.

You must enable both Asymmetric Mode and the Allow Inbound SYN-ACK option so the system can properly handle
asymmetric TCP traffic. When enabled, the system treats an inbound SYN-ACK as if a SYN, and it creates an entry for it
in the TCP connection table. It does not increment the syn threshold counter, but it does track syn-per-src in order to
protect against attacks that might attempt to exploit this behavior.

TCP state anomaly detection depends on tracking a two-way traffic flow, so some feature options on the Protection
Profiles > SPP Settings page do not work in Asymmetric Mode. The table below summarizes the configuration guidelines
for these feature options.

Recommended TCP state anomaly detection settings in Asymmetric Mode

SYN validation Recommended. This option enables SYN flood mitigation mode.

Sequence validation Do not enable. Depends on tracking a two-way traffic flow.

State transition anomalies validation Do not enable. Depends on tracking a two-way traffic flow.

Foreign packet validation Recommended. In Asymmetric Mode, FortiDDoS can still track foreign
packets.

Allow tuple reuse Enabled by default to support standard test environments that reuse
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Settings Guidelines

tuples in quick succession. The setting is valid in Asymmetric Mode.
Recommended to avoid unnecessary logging of the event when it is
detected.

Allow duplicate SYN-in-SYN-SENT Not enabled by default, but the setting is valid in Asymmetric Mode.
Recommended when FortiDDoS is in Detection Mode to avoid
unnecessary logging of the event when it is detected.

Allow duplicate SYN-in-SYN-RECV Do not enable.
Allow SYN anomaly

Allow SYN-ACK anomaly

Allow ACK anomaly

Allow RST anomaly

Allow FIN anomaly

Workflow for getting started with Asymmetric Mode

1. Go to Global Settings > Settings > Settings > Deployment tab and enable the following settings:
o Asymmetric Mode
e Allow inbound SYN/ACK

2. Get started in Detection Mode:

a. Foreach SPP, go to Protection Profiles > SPP Settings and ensure that the following TCP state anomaly
options are enabled and no other:

e Syn validation
« Foreign packet validation
o Allow tuple reuse
o Allow duplicate SYN-in-SYN-SENT
b. Enable Detection Mode.
c. Establish a baseline of traffic statistics and set thresholds.
3. Change settings to the ones appropriate for Prevention Mode when there is asymmetric traffic:

a. Foreach SPP, go to Protection Profiles > SPP Settings and ensure that the following TCP state anomaly
options are enabled and no other:

« SYN validation
« Foreign packet validation
o Allow tuple reuse

b. Enable Prevention Mode.

Understanding Asymmetric Mode and DNS
An asymmetric route is one in which the traffic in one direction traverses FortiDDoS system, but traffic in the other

direction takes a route that does not go via FortiDDoS. Combinations of multiple links and BGP routing tables at the ISPs
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and customer can result in inbound and outbound using any combination of the links.
If FortiDDoS is deployed in Asymmetric mode, then most DNS Feature controls must be disabled.

To mitigate many DNS DDoS attacks, FortiDDoS maintains tables for both DNS Queries and Responses. If both Queries
and Responses do not go through FortiDDoS, then the functionality must be disabled for the device to work and report

attacks properly.

Asymmetric Mode and DNS

+— Response
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- 4
ISP2 gateway
- o=
Client ISP1 FortiDDo5 gateway DNS Server

Query —,

In asymmetric mode, the expectation is that FortiDDoS will only see half of most DNS Query/Response transactions.
Since DNS is normally UDP and stateless, FortiDDoS cannot make assumptions of the state and may drop DNS Queries

and/or Responses as anomalous.

DNS Anomaly Feature Controls are primarily DNS header anomalies. This can be enforced in Asymmetric mode
because they work on packet by packet basis rather than maintaining state across packets.

The following figure shows the allowed DNS Feature Control configuration for use with asymmetric traffic:
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DNS Feature Control configuration for asymmetric traffic

DNS Feature Controls
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TC Equal One DNS Retransmission 1

ﬁ

Flood Mitigation Mode Inbound

Flood Mitigation Mode Outbound TC Equal One DNS Retransmission ]

Match Response With Queries(DQRM)

Disabled
Validate TTL For Queries From The Same IP

Recommened
Generate Response From Cache Under Flood 0ptl0l“|a|

Allow Only Valid Queries Under Flood(LQ)

Block Identified Sources

QQQQQQI

Duplicate Query Check

Force TCP Or Forward To Server When No Cache Response Available Forward To Server

DNS Fragment

Domain Reputation

QQE

Understanding FortiDDoS Asymmetric Mode for NTP

FortiDDoS monitors NTP states. For NTP state monitoring to work fully and properly for all types of related mitigation,
bidirectional traffic must pass through FortiDDoS. When only one direction of traffic passes through the device, from
FortiDDoS’ perspective, we call it Asymmetric traffic and the appliance must be set in Asymmetric Mode.

Combinations of multiple links and BGP routing tables at the ISPs and the customer can result in inbound and outbound
using any combination of the links.

If FortiDDoS is deployed in Asymmetric mode, then most NTP Features must be disabled.

To mitigate many NTP DDoS attacks, FortiDDoS maintains tables for both NTP Queries and Responses. If both Queries
and Responses do not go through FortiDDoS, then the functionality must be disabled for the device to work and report
attacks properly.

Asymmetric Mode and NTP

In asymmetric mode, the expectation is that FortiDDoS will only see half of most NTP Query/Response transactions.
Since NTP is UDP and stateless, FortiDDoS cannot make assumptions of the state and may drop NTP Queries and/or
Responses as anomalous.

NTP Anomaly Check primarily consists of NTP header anomalies. This can be enforced in Asymmetric mode because
they work on packet by packet basis rather than maintaining state across packets.
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NTP Reflection Deny feature denies NTP Mode 7 and NTP Mode 6 packets in Queries and Responses.

The following figure shows the allowed NTP feature configuration for use with asymmetric traffic:

MNTP Profile
Mame NTP_i
Data Length Anomaly Check Recommended
Disabled

Stratum Anomaly Checlk

Version Anomaly Check

Control Header Anomalies Check

Retransmission Check
Sequence Mismatch Check
Unsolicited Response Check

Mode Mismatch Check

| Reflection Deny |

Understanding FortiDDoS Asymmetric Mode for DTLS

vy uyuAAAARA

A

FortiDDoS monitors DTLS states. For DTLS state monitoring to work fully and properly for all types of related mitigation,
bidirectional traffic must pass through FortiDDoS. When only one direction of traffic passes through the device, from
FortiDDoS’ perspective, we call it Asymmetric traffic and the appliance must be set in Asymmetric Mode.

Combinations of multiple links and BGP routing tables at the ISPs and the customer can result in inbound and outbound
using any combination of the links.

If FortiDDoS is deployed in Asymmetric mode, then all DTLS Features must be disabled.

To mitigate many DTLS DDoS attacks, FortiDDoS maintains tables for both DTLS Queries and Responses. If both
Queries and Responses do not go through FortiDDoS, then the functionality must be disabled for the device to work and
report attacks properly.

In asymmetric mode, the expectation is that FortiDDoS will only see half of most DTLS Query/Response transactions.
Since DTLS is UDP or SCTP and stateless, FortiDDoS cannot make assumptions of the state and may drop DTLS
Queries and/or Responses as anomalous.
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The following figure shows the allowed DTLS feature configuration for use with asymmetric traffic:

DTLS Profile

Mame DTLS

Protocol Check a Diﬁa bIEd
Reflection Deny a

Understanding FortiDDoS DNS attack mitigation

This section includes the following information:

o DNS attack vulnerability overview

» FortiDDoS DNS amplified response mitigation overview on page 83
o FortiDDoS DNS protection module summary

o FortiDDoS DNS flood mitigation overview

o FortiDDoS DNS flood types

o FortiDDoS DNS deployment topologies

o Getting started with DNS mitigation on page 92

DNS attack vulnerability overview

DNS was designed for robustness and reliability, not security. It is vulnerable to multiple types of attacks that can
compromise or take down a network. DNS Query Floods typically target DNS servers while DNS Reflected, Amplified
Response Floods are used across all infrastructure. DNS Reflected Response Floods are in the top three by number of
attacks and size of attacks every quarter. It is important all Service Protection Policies are protected from DNS floods.
Some of these attacks are described below.

DNS query floods

DNS Query Floods can attack DNS servers using the two methods described below:

» Taking the server down or preventing others from getting responses from the server.

» Reflecting Responses from the server to flood specific targets. In many cases these “floods” are lower rate to avoid
detection from administrators or DDoS services. The attacker uses thousands of DNS servers at the same time to
generate large Response floods to the target.

The Authoritative DNS servers can be attacked directly or indirectly as described below:

» Directly by botted devices that spoof random Source IPs so they cannot be traced. These types of attacks normally
attempt to take the DNS server offline but can also be used to reflect Responses to targets. In that case all devices
use the same spoofed IP address (that of the target). Attack on Authoritative servers take advantage of DNSSEC
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options to create Responses as large as 4096 Bytes. Even an NxDomain (no answer) Response can be over 1500
Bytes.

« Indirectly via many Recursive servers. Attackers will allow the botted devices to use their default DNS server
(usually the local ISP’s Recursive DNS server). The ISP Recursive DNS server forwards the Query to the target’s
Authoritative DNS server. This adds complexity to the attack mitigation.

Recursive DNS servers can also be used to reflect attacks to targets from cached records or after resolving the FQDN
via an Authoritative server.

Attackers use many manipulations to prevent various mitigations, such as the following examples:

* The Mirai botnet uses a 12 character random subdomain (xxxxxxxxxxxx.example.com, where x = 0-9 or a-z) to
evade Response Rate Limiting in Recursive servers.

« Attackers may randomize Resource Records with good domain names to evade NxDomain rate limiting at the
server or the target.

DNS servers are also susceptible to all other DDoS floods which may be trying to saturate connected links to block all
traffic or to drive CPU exhaustion with various TCP and UDP floods.

Recursive
DMNS Server

namedl. examipls
name{2. example.cy
named3. 3xample.com

nameldl.example.com Al
name0Z example.com Authoritative

name03_3xzmple.com DMNS Server
(Target or Reflector)

You can use FortiDDoS DNS flood mitigation features to prevent query floods.

DNS response floods

DNS Response floods are reflected from Recursive or Authoritative DNS servers. They are always in the top three or
quarterly attack statistics by both number of attacks and size of attacks. As of April 2020, there are over 1.7 million
“open” recursive servers and countless millions of Authoritative servers that can be exploited to create Response floods.

DNS reflected Response attack
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Open DNS Resclvers
s < #
DNS queries

spoofed src IP Wt/

N —> ¥/
.

Internet

Attacker

YYY

Wictim

Most DNS Response floods are “amplified”. Attackers find DNS servers that respond to “ANY” queries and have many
Resource Records in the Response or, more frequently, they target Authoritative DNS Servers that support DNSSEC
and EDNSO. These options potentially create 4096 Byte Responses from very small Queries — more than 40x
amplification.

DNS amplification attack

DNS DNS .com  phantom.example.com
root server  nameserver nameserver

Compromised - T
Client query

-
>

: bot standard 40 byte query -~
phantom.example.com

DNS
Resolver
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FortiDDoS DNS amplified response mitigation overview

FortiDDoS offers the following mitigations for the target of DNS Response Floods:

» DNS Query Response Matching
If FortiDDoS is seeing symmetric network traffic, it records all outbound Queries in the DQRM table. When the
system sees a matching DNS Response, the table is cleared. If any Response arrives that has no matching Query
in the table, it is immediately dropped. Unsolicited DNS Response floods are dropped from the first packet.
Many DNS Responses will be fragmented. FortiDDoS inspects the first fragment to extract XID and 5-tuple
information to match.

VMO04 VM08 VM16 200F 1500F 2000F 1500E 2000E

DQRM Size 2M 2M 4M 2M 8M 16M 4.5M M

See Match Response with Queries (DQRM) and DNSSEC Message Type Match in the FortiDDoS DNS protection
module summary on page 83.

o DNS Fragments
FortiDDoS automatically learns the normal data rate of DNS first fragments and creates a System Recommended
threshold. Responses will be rate-limited to the Threshold.
See Scalar Thresholds: DNS Fragment UDP and TCP in Thresholds View on page 274.

« UDP Fragments
Subsequent DNS fragments have no layer 4 information and will show as UDP Fragments. FortiDDoS learns, sets a
threshold for and monitors UDP Fragments. Over threshold UDP Fragments are rate-limited.
See Scalar Thresholds: UDP Fragments in Thresholds View on page 274.

+ DNS Response Codes
FortiDDoS automatically learns, sets thresholds for and monitors all 16 DNS Response codes (for example, 0 =
good, 3 = NxDomain). Over-threshold Responses with specific Response Codes are rate-limited.

« Domain Reputation (optional subscription)
Domain Reputation inspects Response FQDNs as well as Query FQDNs. Responses that match the Domain
Reputation database are dropped. Domain Reputation is normally not required for enterprise environments.

FortiDDoS DNS protection module summary

FortiDDoS has the following protection modules for DNS (transport over TCP or UDP):

e Protocol anomaly rules
Built-in and user-enabled rules filter malformed traffic and known protocol exploits. There is a special set of
anomalies that can be detected in DNS traffic. For an overview of protocol anomalies, see Understanding
FortiDDoS protocol anomaly protection.

» Rate meters and flood mitigation mechanisms
For TCP, the DNS rate meters enforce rate limits (drops). For UDP, the DNS rate meters trigger flood mitigation
responses that drop illegitimate queries but continue DNS services for legitimate user queries. For details, see
FortiDDoS DNS flood mitigation overview.

+ DNS Query Response Matching (DQRM)
Blocks unsolicited responses and throttles duplicate queries (regardless of flood state). See FortiDDoS DNS flood
mitigation overview.

o DNS FQDN Allowlist/Blocklist
File/FQDN/Regex and DNS Resource Record ACL blocks or allows FQDNs and/or FQDN formats and DNS
Resource Records. See DNS Profile on page 329.
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The following two figures illustrate the order in which FortiDDoS applies its rules and actions for UDP and TCP DNS
traffic, respectively.

UDP DNS Query Drop Precedence
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FortiDDoS DNS flood mitigation overview

FortiDDoS mitigates DNS threats by applying tests to determine whether Queries and Responses are legitimate. These
methods minimize illegitimate traffic from reaching protected DNS servers and maximize the availability of DNS services
for legitimate queries during a flood. They also prevent DNS Response floods from disrupting the network.

To protect from DNS Query floods, FortiDDoS builds a baseline of DNS Query traffic statistics during normal traffic.
During UDP Query floods, Validations of the Source IPs, FQDNs used, and TTL expiration are used to drop attack traffic.
During TCP Floods Source IP Validation and various DNS Query Threshold rate-limiting is used.

To protect from DNS Response floods, FortiDDoS builds a baseline of DNS Response traffic statistics during normal
traffic and stores DNS query and response data in tables. At all times (during non-flood and flood), the tables are used to
validate Response traffic. The table below describes the system tables used for DNS attack mitigation.

For a full description of DNS tables, please see DNS Profile on page 329.

UDP mitigation process flow

intial query I
retransmitted query I

drop

Antispoofing
UDP Retransmission

continue

-

Legitimate Query (LQ) Table

continue

o
<

drap
» TTL Table
l continue
drop

’ Legitimate IP (LIP) Table

ontinue

serve from cache
Cache
or if not found in cache, if cache is not enabled

sand TC=1 response or if enabled but naot
if that option is set found in cache and
option set to forward

<
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FortiDDoS DNS flood types

The following table summarizes the types of DNS floods mitigated by FortiDDoS.
DNS Flood types

DNS Flood Type Thresholds

Query Flood Abnormal rate of DNS UDP Queries.

FortiDDoS automatically learns PPS rates for the following parameters which the use
converts Thresholds by using Traffic Statistics and System Recommendations. In all cases,
when thresholds are crossed the Query follows the UDP Query mitigation process above.

UDP Query Thresholds include:
* DNS UDP Query
» DNS UDP Question Count
* DNS UDP MX Query
e DNS UDP ALL Query
Abnormal rates of DNS TCP Queries are rate-limited by the TCP Query Thresholds for:
* DNS TCP Query
* DNS TCP Question Count
* DNS TCP MX Query
e DNS TCP ALL Query
e DNS TCP Zone Transfer

Abnormal rates for DNS UDP and TCP Queries per Source and Suspicious Sources, are
identified based on Query Thresholds for:
* Query per Source
» Suspicious Sources (Packet Track per Source) and identified Sources are blocked for a
user-specified blocking period: Service Protection Policy > SPP > Blocking Period For
Identified Sources (in seconds).
Monitor > TRAFFIC MONITOR: Layer 3/4/7 > SPP > Layer 7 > DNS graphs show data rates
for all of the above parameters.
Monitor > TRAFFIC MONITOR: Layer 3/4/7 > SPP > Layer 7 > DNS graphs shows the drop
information for:
e All TCP parameters
e Query per Source
e Suspicious Sources
Monitor > DROPS MONITOR: SPP> Layer 7 > Flood Drops > DNS graph shows drop
associated with all UDP parameters.

Suspicious Sources The Suspicious Sources (Packet Track per Source) counter is incremented when a query is
not found in the DQRM, when there are fragmented packets in the query or response, and
when the response has an RCODE other than 0.

FortiDDoS DNS deployment topologies

FortiDDoS can be deployed to protect:
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o Authoritative DNS servers that receive queries from the Internet.
« DNS recursive resolvers that send queries to and receive responses from Internet DNS authorities.

 All other network infrastructure. DNS Response floods are common, attempting to saturate they Internet link(s).
DNS Query floods are less common but are also seen across all network infrastructure. A DNS Profile and DNS
Thresholds (automatically set with all other Thresholds) should be created for all Service Protection Profiles.

The following figure shows a topology where FortiDDoS is deployed primarily to protect the authoritative DNS server for
a domain. Under normal traffic rates, FortiDDoS builds a baseline of DNS traffic statistics and stores DNS Query and
Response data in tables. The tables are used to validate response traffic.

DNS no flood: inbound queries

DMNS DNS
root server s * .com nameserver
. |
Client g query
DNS
Resolver

LIDP Response Processing

1. Validate against DORM table.
2. Update LQ table.

3. Update TTL table.

4, Update DNS cache.

UDP/TCP Query Processing
1. Add entry to DQRM table.
2. Duplicate query check.

TCP Response Procassing
1. Validate against DORM table,

Authoritative
DMS Server Additional
Protected Subnets
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Query Response

UDP * Adds an entry to the DQRM table. » Validates the response against the
¢ Performs a duplicate query check to DQRM table. If there is an entry, the
prevent unnecessary queries to the traffic is forwarded; otherwise, it is
server. dropped.
e Updates the LQ table, the TTL table, and
the DNS cache.
TCP * Adds an entry to the DQRM table. Validates the response against the DQRM
¢ Performs a duplicate query check to table. If there is an entry, the traffic is
prevent unnecessary queries to the forwarded; otherwise, it is dropped.
server.

The following figure shows a topology where FortiDDoS is deployed in front of an internal DNS resolver that sends
queries to and receives responses from the Internet. This type of deployment is useful for open resolvers where the
DNS resolver is protected primarily from Internet-originating inbound reflection attacks.
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DNS no flood: inbound response traffic

DNS DNS .com Authoritative
root server nameserver DNS Server

UDP Response Procassing UDP/TCP Query Processing
* Validate against DQRM table. 1. Add entry to DQRM table.
¢ Update LQ table. 2. Duplicate query check.
* Update TTL table.
* Update DNS cache.
query
TCP Response Processing <
* \alidate against DOQRM table.
./
DNS
Client Resolver

FortiDDoS records Outbound Queries and validates inbound Responses. This deployment protects your network
against DNS amplification attacks that result in unsolicited DNS response floods to targeted victims In a deployment like
this, the unsolicited responses would fail the DQRM check and be dropped.

Note:
+ DQRM checks will only work if FortiDDoS is deployed on networks with symmetric traffic or asymmetric network
where both Internet links are passing through the same FortiDDoS.

» Most firewalls, outbound proxies, and WiFi gateways that use web filtering features for the LAN-side clients encrypt
DNS Queries towards their cloud resolvers but use UDP Port 53. DQRM will not work correctly with encrypted DNS.
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Note this does notinclude DoT or DoH which is encrypted over other port that FortiDDoS does not monitor.

» Other mitigations such as DNS R-code Thresholds are available in these scenarios.

Contact Fortinet for additional assistance. DNS and DNS mitigation can be complex.

DNS query flood mitigation

The following shows how FortiDDoS mitigates a DNS query flood. It uses the DNS tables and LIP table to validate

queries and responses.

query flood

DNS Query Flood
DNS
root server
Client DNS
Resolver
LUDP Query Processing
1. LQ check,
2, TTL check.

3. LIP antlspoof check.
4, DNS cache lookup.

DNS
.~ .com nameserver

£, Add entry to DQRM table.

UDP Response Procassing

1. Validate against DQRM table.
2. Update LQ table.

3. Update TTL table.

4, Update DNS cache.

TGP Query Processing

1. Rate limit drops.

2. Add entry to DQRM table.*
3. Duplicate query chacl. *

TCP Response Processing

1. Valldate aganst DQRM table.

*If not dropped

.+ response
Authoritative
DMS Server
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Query Response

UDP 1. Validates against the LQ table. Under flood e Validates the response against the
conditions, a query must have an entry in DQRM table. If there is an entry, the
the LQ table or it is dropped. traffic is forwarded; otherwise, itis

2. Validates against the TTL table. If a match dropped.
is found, the TTL check fails and the e Updates the LQ table, the TTL table,
packets are dropped. It is not expected that and the DNS cache.
a client would send the same query before
the TTL expires.

3. Perform alookup in the LIP table. If an entry
exists, processing continues; otherwise,
FortiDDoS drops the packets and tests the
legitimacy of the source IP address. You
can configure FortiDDoS to do so by
performing a UDP retransmission challenge
or by sending the requestor a response with
the TC flag set. The TC flag indicates to the
client to retry the request over TCP.

4. Performs alookup in the DNS cache. If
found, the response to the query is sent
from the cache and the query is not
forwarded to the protected server. If not
found, you can configure whether to forward
the query to the server or to send a TC=1
response to force the client to retry using
TCP.

5. Adds an entry to the DQRM table.

TCP * Drops packets according to thresholds. Validates the response against the DQRM
¢ Adds an entry to the DQRM table. table. If there is an entry, the traffic is
« Performs a duplicate query check to avoid forwarded; otherwise, it is dropped.

unnecessary queries to the server.

Getting started with DNS mitigation

DNS and DNS mitigation is complex with different requirements for the following:
¢ Small and large enterprise, hosters, MSSPs, ISPs

¢ Symmetric and Asymmetric traffic networks
A » Presence of encrypted DNS over UDP 53 from firewalls and other outbound-origination

products like proxies, WiFi gateways and email servers
¢ Whether the Service Protection Profile is in Detection or Prevention Mode
Ask for assistance if you are not an expert on DNS and FortiDDoS DNS mitigations.
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The following instructions describe DNS configuration for an enterprise DNS Authoritative Server in a symmetric traffic
environment. This configuration may not be valid for other types of servers and networks. Please contact Fortinet for
assistance.

If you host your own Authoritative DNS server(s), you must allocate a Service Protection Policy exclusively for that DNS
traffic.

Overview

DNS protection follows the same procedures as other service protection, the following lists the basic steps:

1.

10.
11.

12,
13.

Define and Service Protection Policy (SPP) for the DNS server(s). Ensure the SPP is in Detection (monitor) Mode
(default).

Add the Protected Subnets (IP addresses) to the SPP.

Create SPP Profiles for IP, ICMP, TCP, HTTP, SSL/TLS, NTP, DNS and DTLS for the DNS SPP.
Note: DNS servers can be attacked by all DDoS attacks so these are mandatory.

Assign the Profiles from step 3 to the DNS SPP.
Add DNS Allowlist/Blocklist/Regex and Resource Record ACLs. (Expert use only and entirely optional).

Leave the DNS SPP in Detection Mode for one-week of traffic learning. Shorter periods will result in more manual
tuning. Contact Fortinet if one week is not feasible.

Generate Traffic Statistics for one week for the DNS SPP.
Create System Recommended Thresholds for the DNS SPP.

Leave the SPP in Detection Mode for 1-2 days. “Drops” caused by Anomalies and Thresholds will be shown but not
dropped. Some parameters may require tuning.

Observer the Top Attacks GUI page for the DNS SPP for false-positive events. Tune as required.

Change SPP Profiles for IP and DNS to prepare for Prevention Mode.
Note: You can clone the existing Profiles and rename them DNS-Prevention for example to remind yourself that the
Profiles are different in Detection and Prevention.

Monitor the DNS SPP attack logs or Top Attacks to ensure there are no further false positives.
Allow the system to protect the servers autonomously with regular reporting.

Detailed steps

1.

Go to Service Protection > CONFIGURATION: Service Protection Policy and create an SPP rule exclusively for
DNS traffic.
Ensure the SPP is in Detection Mode in both directions as shown below.
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DNS

-

Service Protection Policy Thresholds Threshold Settings

MName DNS

Status «

Inbound Operation Mode Prevention

Outbound Operation Mode Bl Prevention

Adaptive Mode Fixed

Adaptive Limit ' [ | 150%
100% 300%

Source Mac Address Aggressive Aging | 00:00:00:00:00:00

Cloud Signaling Status ®

2. Save and reopen the SPP and add Protection subnets on page 271. Save the configuration.
3. Goto Service Protection > CONFIGURATION: DNS Profile and create a DNS Profile specifically for the DNS

SPP.

a. Set DNS Anomaly Feature controls as shown below. Note the disabled anomalies.

DNS Profile

Name | Required. No spaces.

DNS Anomaly Feature Controls
Header Anomaly

Query Anomaly

Response Anomaly
Bufferoverflow Anomaly

Exploit Anomaly

Info Anomaly(Type All/Any Used)

Data Anomaly
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lllegal Flag Combination @ Invalid Op Code E SPDP Both 53 Incomplete DNS

Query Bit Set Null Query E QDCount not One in Query RA Bit Set

QCLASS in Reply @ QTypeinReply E Query Bit not Set @ QDCOUNT not One in Response

Name too Long B Label Length too Large B TCP Message too Long UDP Message too Long

Message Ends Prematurely B Classnot IN [ Zone transfer @ Pointer Loop @& Empty UDP B TCP Buffer Underflow
[ @]

Extraneous Data [ TTLtoo Long Invalid Class Type Name Length too Short Multiple 