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Change Log

Change Log

Date Change Description

2019-10-29 Fourth release
2019-04-17 Third release
2019-02-22 Second release
2017-08-23 « Initial release.

« Changed "n <60,000 — 2 GB vRAM; 60, 001 <n < 140, 000 —4 GB
VRAM"to "1 <n < 140,000 — 4 GB vVRAM". See p. 26.
« Changed minimum vRAM from "1 GB"to "2 GB". See p. 26.
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Chapter 1: Getting Started

This chapter includes the following information:

Introduction ... 6
Basic network topology .. ... L 6
System requiremeNnts il 7
Downloading software & registering with support __ .. . ... 8
LGN SING 10

Evaluation liCeNSe ... ... . o e 11

LiCENSE SIZeS Ll 1"

License validation .. ... o e 11
About this document ... 12

Introduction

Welcome, and thank you for selecting Fortinet Technologies, Inc. products for your network. The FortiADC D-
series family of Application Delivery Controllers (ADC) optimizes the availability, user experience, performance
and scalability of enterprise application delivery.

The FortiADC D-series family includes physical appliances and virtual appliances. FortiADC-VM is a virtual
appliance version of FortiADC. FortiADC-VM is suitable for small, medium, and large enterprises.

Basic network topology

FortiADC-VM network topology on page 6 shows the network topology when the FortiADC-VM is deployment in
a virtual machine environment such as VMware vSphere.

FortiADC-VM network topology
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FortiADC-WM é ’:
*’. :-.h"'--.__ ‘q.;-.__

FortiADC intercepts incoming client connections and redistributes them to your servers. FortiADC has some
firewall capability. However, because it is designed primarily to provide application availability and load
balancing, it should be deployed behind a firewall that focuses on security, such as FortiGate.

In deployments that use the FortiADC global server load balancing feature, each hosting location should have
its own FortiADC. For example, if you had server clusters located in New York, Shanghai and Bangalore, you
deploy three FortiADC appliances: one in New York, one in Shanghai, and one in Bangalore.

Once the virtual appliance is deployed, you can configure FortiADC-VM via its web Ul and CLI, from a web
browser and terminal emulator on your management computer.

In the initial setup, the following ports are used:

o DNS lookup — UDP 53
o FortiGuard licensing — TCP 443

System requirements

VMware ESXi 3.5, 4., 5.0, 5.1, 5.5, 6.0, 6.5

Microsoft Hyper-V Windows Server 2012 R2

KVM Linux version 3.19.0 gemu-img v2.0.0, gemu-img v2.2
Citrix Xen XenServer6.5.0

Xen Project Hypervisor 4.4.2,4.5

FortiADC 5.3.0 VM Installation
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sy

For best performance, install FortiADC-VM on a “bare metal” hypervisor. Hypervisors
that are installed as applications on top of a general purpose operating system

(Windows, Mac OS X or Linux) host have fewer computing resources available due to
the host OS’s own overhead.

Hardware-assisted virtualization (VT) must be enabled in the BIOS.

Downloading software & registering with support

When you purchase a FortiADC-VM, you receive an email that contains a registration number. This is used to
download the software, your purchased license, and also to register your purchase with Fortinet Customer
Service & Support so that your FortiADC-VM will be able to validate its license with Fortinet.

Many Fortinet customer services such as firmware updates, technical support, and FortiGuard services require
product registration. For more information, see the Fortinet Knowledge Base article Registration Frequently

Asked Questions.

Fortinet Customer Service & Support on page 8 shows the Fortinet Customer Service & Support website.

Fortinet Customer Service & Support

FERTINET

CUSTOMER SERVICE & SUPPORT

Asset

a
RIeJtl Asset Assistance Download Feedback

Register/Renew

4

product.

Register HW/Virtual appliance or software; Activate
service contract or license on your registered

Purchase Services

)

store.

Extend your expiring services at our on-line renewal

Download

L |@|HE
[—] [ ] |

Service Firmware Firmware HQIP
Updates Images Checksums Images
Resources FortiGuard

= Knowledge Base

® Fortinet Video Library

® Fortinet Document Library

® Discussion Forums

= Training & Certification

® Advisories & Reports
® FortiGuard Blog

® FortiGuard Services
® Global Threat Level
® Security Tools

m Resources Library
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To register & download FortiADC-VM and your license:

1. Loginto the Fortinet Customer Service & Support web site:
https://support.fortinet.com/
2. Under Asset, click Register/Renew.

3. Provide the registration number that was emailed to you when you purchased the software. Registration
numbers are a hyphenated string of 25 numbers and characters in groups of 5, such as:
TLHS5R-NUNDP-MC6T7-0DNWA-AP45ZA

Aregistration form appears.
4. Use the form to register your ownership of FortiADC-VM.
After completing the form, a registration acknowledgment page appears.

5. Click the License File Download link.
Your browser will download the . 11 c file that was purchased for that registration number.

6. Click the Home link to return to the initial page.
Under Download, click Firmware Images.

N

8. Click the FortiADC link and navigate to the version that you want to download.

Select Product

ForiADC E|

Image File Path
{ FortiADC! w400/ 4.4/ 4.4.0/
Image Folders/Files

Up to higher level directory

MName Size (KE) Date Created Date Modified
a FAD_1500D-vA00-build0420-FORTINET.out £5,537 20160115 12:01:51 20168-01-1512:01:51
a FAD_20000-v400-build0480-FORTINET.aut S&.830 20160115 12:01:13 2016-01-1512-01:13
a FAD_200D-vA00-build0420-FORTINET.out Ze.078 20160115 12:01:47 2016-01-1512:01:47
3 FAD_300D-wA00-build0480-FORTINET .out SEBI9 20160115 12:01:36 2016-01-1512:01:36
3 FAD_4000D-vA00-build0420-FORTINET.out B33 20160115 12:01:28 20168-01-1512:01:28
3 FAD_A00D-wA00-build0480-FORTINET .out 5g.862 20160115 12:01:1 2016-01-1512:01:01
3 FAD_700D-vA00-build0420-FORTINET.out CE.B56 2016-01-1512:01:00 2016-01-1512:01:00
3 FAD VM-v400-build0480-FORTINET.out 54,953 20160115 12:01:37 2016-01-1512:01:37
@ FAD_Vi-v400-build0480-FORTINET.out.ovf.zip ) 24,824 20160115 12:01:24 2016-01-1512:01:24
3 FortiADC-4_4 0-Release-Mote-for-D-5Series-Models_pdf 375 20160115 120118 2016-01-1512-01:18

9. Download the .zip file. You use the VM installation files contained in the .zip file for new VM installations.
(The . out image files are for upgrades of existing installations only, and cannot be used for a new
installation.)

FortiADC 5.3.0 VM Installation
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the file is for hardware versions of FortiADC such as FortiADC 200D. Such other

\‘é’, Files for FortiADC-VM have a FAD VM filename prefix. Other prefixes indicate that
= files cannot be used with FortiADC-VM.

10. Extract the .zip file contents to a folder. The following figure shows the contents of the package for
VMware. Refer to the table that follows for details on packages for supported VM environments.

File Edit View Favorites Tools Help

$ = v B = X i

Add Extract Test Copy Move Delete Info
T | | C\Users\dhoward\AppData\Local\Temp\FAD_VM-v400-build0480-FORTINET.out.ovf.zip\image-esx-64\

Name Size Packed Size Modified
fortiadc-vm-64-hwd.ovf 5 849 1152 2016-01-13..
fortiadc-vm-disk1.vmdk 56409600 55985950 2016-01-13..
fortiadc-vm-disk2 vmdk 1155072 142 843 2016-01-13..
fortiadc-vm-64-hw7.ovf 26 536 8068 2016-01-13..

VM environment Download package

VMware The ovf.zip download file contains multiple ovf files.

The fortiadc-vm-64-hw4.ovf file is a VMware virtual hardware
version 4 image that supports ESXi 3.5.

The fortiadc-vm-64-hw7.ovf file is a VMware virtual hardware
version 7 image that supports ESXi 4.0 and above.

Refer to the VMware support site for information about VMware
virtual hardware versions and ESXi versions.

Microsoft Hyper-V The hyperv.zip download file contains multiple files you use for the
installation. Extract all the files to a directory you can access when
you perform the installation. When you do the installation, you
select the folder that contains the unzipped files.

KVM The kvm.zip download file contains the boot.qcow2 and
data.qcow? files you use for the installation.

Citrix Xen The xenserver.zip download file contains the fortiadc-vm-xen.ovf
file you use for the installation.

Xen Project The xenopensource.zip download file contains the fortiadc.hvm,
bootdisk.img, and logdisk.img files you use for the installation.

Licensing

This section describes licensing. It includes the following information:

« Evaluation license
e License sizes

FortiADC 5.3.0 VM Installation
Fortinet Technologies Inc.
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o License validation

Evaluation license

FortiADC-VM can be evaluated with a free 15-day trial license that includes all features except:

« HA
o FortiGuard updates
o Technical support

You do not need to manually upload the trial license. It is built-in. The trial period begins the first time you start
FortiADC-VM. When the trial expires, most functionality is disabled. You must purchase a license to continue
using FortiADC-VM.

License sizes

FortiADC-VM licenses are available at the following sizing levels.

FortiADC-VM sizes

License/model

VMO1 VMO02 VM04 VM08 VM16 VM32
Virtual CPUs 1 2 4 8 16 32
(VCPUs)
Virtual RAM 4GB 4GB 8GB 16 GB 32GB 64 GB
(VRAM)

Maximum IP sessions varies by license, but also by available vRAM, just as it does for hardware models. For
details, see the maximum configuration values in the FortiADC Handbook.

License validation

FortiADC-VM must periodically re-validate its license with the Fortinet Distribution Network (FDN). If it cannot
contact the FDN for 24 hours, access to the FortiADC-VM web Ul and CLI are locked.

By default, FortiADC-VM attempts to contact FDN over the Internet. If the management port cannot access the
Internet (for example, in closed network environments), it is possible for FortiADC-VM to validate its license
with a FortiManager that has been deployed on the local network to act as a local FDS (FortiGuard Distribution
Server).

On the FortiADC-VM, specify the FortiManager IP address for the "override server" in the FortiGuard
configuration:

FortiADC-VM # config system fortiguard

set override-server-status enable

set override-server-address <fortimanager ip>:8890
end

FortiADC 5.3.0 VM Installation
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where <fortimanager_ip> is the |P address. (TCP port 8890 is the port where the built-in FDS feature listens for
requests.)

For more information on the FortiManager local FDS feature, see the ForfiManager Administration Guide.

Note: Although FortiManager can provide FortiGuard security service updates to some Fortinet devices, for
FortiADC, its FDN features can provide license validation only.

About this document

This document describes how to deploy a FortiADC virtual appliance disk image onto a virtualization server,
and how to configure the virtual hardware settings of the virtual appliance. It assumes you have already
successfully installed a virtualization server on the physical machine.

This document does not cover initial configuration of the virtual appliance itself, nor ongoing use and

maintenance. After deploying the virtual appliance, see the FortiADC Handbook for information on initial
appliance configuration.

FortiADC 5.3.0 VM Installation
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Chapter 2: Deploying FortiADC-VM on VMware
vSphere

This chapter provides procedures for deploying FortiADC-VM on VMware vSphere. It includes the following

information:

Installation OVerview ... .. .. e 13
Step 1: Deploy the OVF file . L 14
Step 2: Configure virtual hardware settings ... ... . ... ... 18
Resizing the virtual disk (VDISK) ... 19
Configuring the number of virtual CPUs (VCPUS) .. ... ... ... .. 20
Configuring the virtual RAM (VRAM ) imit 22
Mapping the virtual NICs (VNICs) to physical NICs ... ... . . 24
HA Configuration 26
Step 3: Power on the virtual appliance .. ... ... . 27
Step 4: Configure access to the web Ul & CLI ... .. .. . . 28
Step 5: Upload the license file ... ... . 29
What's NeXt? il 31
Upgrading the number of VM CPUSs __ .. 31
Upgrading the virtual hardware ... . 32

Installation overview

The diagram below gives an overview of the process for installing FortiADC-VM on VMware vSphere, which is

described in the subsequent text.

Basic steps for installing FortiADC-VM (VMware)

FortiADC 5.3.0 VM Installation
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Set up VMware Install VMware Deploy
’ vSphere client on ' FortiADC-VM file
RN e T management computer via VMware vSphere client

Configure the
Configure port1 )
e vl Ul Elaeess 4— virtual hardware &
power on
Do you have
Yes ‘— a purchased —> No
license?
Log into web Ul using Continue with
a web browser and <— setup in
upload license file Handbook
FortiADC-VM unlocked 15-day
and fully functional trial license
Lockout
Continue with T
Yes ‘— a purchased —> No

license?

Step 1: Deploy the OVF file

You must first use VMware vSphere Client to deploy the FortiADC-VM OVF package.

FortiADC 5.3.0 VM Installation
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To deploy the virtual appliance:

1. Use the VMware vSphere client to connect to VMware vSphere server:
a. On your management computer, start the VMware vSphere Client.

&) VMware vSphere Client

vmware

VMware vSphere™

Client

To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IP address or name of a
vCenter Server.

IF address [ Name: I ;I

User name: I

Password: I

I Use Windows session credentials

Login I Close | Help |

b. InIP address/Name, type the IP address or FQDN of the VMware vSphere server.
c. Enterthe username and password, and click Login.
When you successfully log in, the vSphere Client window appears.
File Edit View Inventory Administration Plug-ins Help
ﬁ |Q Home [+ E'lj Inventory ﬁ Inventory
& &
= [J 172.20.140.1 Windows
& forti

eC Bty Summary ' Virtual Machines ' Resource Allocation | Performance ' Events ' Permissions

close tab [*]
What is a Resource Pool?

Resource pools can be used to hierarchically partition Resource Pool
available CPU and memory resources of a host.

Creating multiple resource pools allows you to think more
about aggregate computing capacity and less about the
total capacity of the host. In addition, you do not need to
set resources on each virtual machine. Instead, you can
control the aggregate allocation of resources to the set of
virtual machines by changing settings on their enclosing
resource pool.

Basic Tasks
G Create a new virtual machine

& Edit resource pool settings

|@' Create a resource pool | -
4 »

2. Goto File > Deploy OVF Template.

FortiADC 5.3.0 VM Installation
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@ 172.17.93.177 - vSphere Client-
File | Edit View Inventory Administratio
New g htory

| Deploy OVF Template... |

Export |

Report k

1-11(
|| Browse VA Marketplace... 9-11(
o D-11(
Print Maps 110
Exit 1-111

A deployment wizard window appears.
3. Inthe Deploy OVF Template window, click Browse and then locate and select the FortiADC-VM OVF file.
Click Next twice.
5. Onthe Name and Location page, type a unique descriptive name for this instance of FortiADC-VM and
then then click Next to continue.
The name is the string that appears in the vSphere Client inventory, such as Fort iADC-VM-Doc. If you
plan to deploy multiple instances of this file, consider a naming scheme that makes each VM’s purpose or

IP address easy to remember. (This name is not used as the hostname, nor does it appear within the
FortiADC-VM web Ul.)

@ Deploy OVF Template E@

Name and Location
Specify a name and location for the deployed template

Ea

Source Name:
OVF Template Details FortiADC-VM-Dod]

End User License Aqreet
Name and Location  The name can contain up to 80 characters and it must be unique within the inventory folder.

Disk Format
Network Mapping
Ready to Complete

< | 1 »

Help < Back | Next > | Cancel

6. On the Disk Format page, select one of the following options and then click Next to continue:

FortiADC 5.3.0 VM Installation
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« Thick provision— Immediately allocate disk space (specifically 32 GB) for the storage repository.

« Thin provision— Allocate more disk space on demand, if the storage repository uses a VMFS3 or
newer file system.

\-‘ : ’-I' Regardless of your choice here, you must later either allocate or make available at
9 least 40 GB of disk space. 30 GB is only the default minimum value, and is not
- recommended.
7. -
Q Deploy OVF Template E@
Disk Format

In which format do you want to store the virtual disks?

Source Datastore:
OVF Template Detais datastore1]

End User License Adreel  aysiable space (GE): ,—
Name and | ocation pace (GE) AL

Disk Format
Network Mapping
Ready to Complete

" Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed

" Thin Provision

4 11 P

Help =< Back | Next > | Cancel |

9. On the Network Mapping page, if the hypervisor has more than one possible network mapping for its

vSwitch, select the row for the network mapping that FortiADC-VM should use and then then click Next to
continue.

FortiADC 5.3.0 VM Installation
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E] Deploy OVF Template EI@

Network Mapping
What networks should the deployed template use?

Source
OVF Template Details Map the networks used in this OVF template to networks in your inventory

End User License Agreel

Harllﬁe and Location Source Networks Destination Networks -
Disk Format
Network Mapping VM Network 1 VM Network
Ready to Complete WM Network 2 WM Network =
VM Netwark 3 VM Netwark
VM Network 4 VM Network
VM Netwark 5 VM Netwark
VM Metwork 6 VM Metwork )
Description:
The VM Network network -

Warning: Multiple source networks are mapped to the host network: VM Network

4 I 2

Help < Back | Next > | Cancel

10. Click Finish to close the wizard.

The client connects to the VM environment and deploys the OVF to it. When the operation is complete, the
vSphere Client window reappears. The list of virtual machines in the left navigation pane should include your
new instance of FortiADC-VM.

Do not power on the virtual appliance until you have completed the following steps:
« Resize the virtual disk (VMDK).
« Set the number of vCPUs.
« Set the vRAM on the virtual appliance.
« Map the virtual network adapter(s).
These settings must be configured in the VM environment, not the FortiADC OS.

Step 2: Configure virtual hardware settings

After deploying the FortiADC-VM image and before powering on the virtual appliance, log into VMware vSphere
and configure the virtual appliance hardware settings to suit the size of your deployment.

Virtual hardware settings on page 18 summarizes the defaults that are set in the default image and provides
rough guidelines to help you understand whether you need to upgrade the hardware before you power on the
virtual appliance. For more precise guidance on sizing, contact your sales representative or Fortinet Technical

Support.

Virtual hardware settings

FortiADC 5.3.0 VM Installation
Fortinet Technologies Inc.



Chapter 2: Deploying FortiADC-VM on VMware vSphere

Component Default Guidelines

Hard disk 32GB 32 GBiis insufficient for most deployments.

Upgrade the hard disk before you power on the
appliance.

After you power on the appliance, you must
reformat the FortiADC OS log disk with the
following command:

execute formatlogdisk
Before you use this command you must upload a
license file.

CPU 1 CPU 1 CPU is appropriate for a VMO01 license. Upgrade
to 2, 4, 8, 16, 32 CPU for VM02, VM04, and
VM08, VM 16, VM32 licenses, respectively.

RAM 4GB 4 GB is the minimum. See the section on vVRAM
for guidelines based on expected concurrent
connections.

Network 10 bridging vNICs are Change the mapping as required for your VM
interfaces mapped to a port group on environment and network.
one virtual switch (vSwitch).

Resizing the virtual disk (vDisk)

If you configure the virtual appliance storage repository to be internal (i.e. local, on its own vDisk), resize the
vDisk before powering on the VM appliance.

vig
- >
This step is not applicable if you set up the virtual appliance to use external network file
system datastores (such as NFS).

The FortiADC-VM package that you downloaded includes pre-sized VMDK (Virtual Machine Disk Format) files.
However, they are only 32 GB, which is not large enough for most deployments. You must resize the vDisk
before powering on the virtual machine.

Before doing so, make sure that you understand the effects of the vDisk settings. These options affect the
possible size of each vDisk.

1 MB block size — 256 GB maximum file size
2 MB block size — 512 GB maximum file size
4 MB block size — 1024 GB maximum file size
8 MB block size — 2048 GB maximum file size

For example, if you have an 800 GB datastore which has been formatted with 1 MB block size, you cannot size
a single vDisk greater than 256 GB.

FortiADC 5.3.0 VM Installation
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Consider also that, depending on the size of your network, you might require more or less storage for logs,
reports, and other data.

For more information on vDisk sizing, see:

https://communities.vmware.com/docs/DOC-11920

To resize the vDisk:

1. Use the VMware vSphere client to connect to VMware VSphere server.
2. Turn off the power of your VMware.
3. Right click and click Edit Settings. Under Hard disk, resize the logdisk.

Note: If you have resized logdisk (not bootdisk), after booting FortiADC and uploading a license file, you should
execute the following command: execute formatlogdisk. Executing thiscommand will clear all statistics
and logs etc.

Important: If you upgrade the vDisk size, the vDisk size and FortiADC-VM log
partition size likely do not match, and you will see the disk errors shown in the
following figure when you attempt to log into the console.

Forti-wvM
Getting Started | Summary | Resource Allocation | Performance | Events [JeLELIEY Permissions

:8:8:8: [sdal Assuming drive cache: through
:8:8:8: [sdal AssumMing drive cache: through

: [=sdb] Assuming drive cache: through
: [=sdb] Assuming drive cache: through
: [=sdb] Assuming drive cache: through

[System is started.

Initialize Configuration ...
pu 1:8, men 1881:16384, disk 38:2848, index=4
pu 1:8, men 1881:16384, disk 38:2848, index=4

FortiADC-UM login: cpu 1:8, men 168681:16384, disk 38:2848, in
pu 1:8, men 1881:16384, disk 38:2848, index=4
pu 1:8, men 1881:16384, disk 38:2848, index=4

To fix this:

1. Press Enter repeatedly until you see the login prompt.

2. At the login prompt, type admin and no password to log in.
3. Enter the following command to fix the disk issue:

execute formatlogdisk

Configuring the number of virtual CPUs (vVCPUs)

By default, the virtual appliance is configured to use 1 vCPU. Depending on the FortiADC-VM license that you
purchased, you can allocate 1, 2, 4, 8, 16, or 32 vCPUs.
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For more information on vCPUs, see the VMware vSphere documentation:

https://www.vmware.com/support/vsphere-hypervisor.html

To change the number of vCPUs:

1. Use the VMware vSphere client to connect to VMware vSphere server.
The following figure shows the vSphere client manager window.
File Edit View Inventory Administration Plug-ins Help
a8 |g Home b gf] Inventory b [l Inventory
& @
= [J 172.20.140.1 windows
@ forti

eC Bty Summary ' Virtual Machines ' Resource Allocation | Performance ' Events ' Permissions
close tab [*]

What is a Resource Pool?

Resource pools can be used to hierarchically partition Resource Pool
available CPU and memory resources of a host.

e

Creating multiple resource pools allows you to think more
about aggregate computing capacity and less about the
total capacity of the host. In addition, you do not need to
set resources on each virtual machine. Instead, you can
control the aggregate allocation of resources to the set of
virtual machines by changing settings on their enclosing
resource pool.

Basic Tasks
G Create a new virtual machine

& Edit resource pool settings

|@' Create a resource pool | -
4 »

2. Inthe left pane, right-click the name of the virtual appliance, such as FortiADC-VM-Doc, then select Edit
Settings.
The virtual appliance properties dialog appears.

3. Inthe list of virtual hardware on the left side of the dialog, click CPUs.
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Hardware | Opbons | Resouroes |
™ show Al Devices Add... [
Hardware Summpry
B Memory S0rgd Wl
] PUs 2
%ur\d Video card
= = - Restrictead
=2 Hard diskl Wirtual Disk
= Hard disk2 Wirtual Disk
B Network adapter 1 WLAMN 553
B Network adapber2 WLAMN 553
W Network adapter ¥ WLAN 553
B Metwork sdapters WVLAN 553
B Network adapterS VLAN 593
B Network adapters WLAN 593
BB Networic adapier 7 WLAN 593
B Network adepter 8 VAN 593
M Metwork adepter 9 VLAN 553
B Nevwork admpter 10 VAN 593

4. In Number of virtual processors, specify the maximum number of vCPUs to allocate. Valid values range
from 1 to 8.

5. Click OK.

Configuring the virtual RAM (VRAM) limit

The FortiADC-VM image is pre-configured to use 4 GB of vRAM. We recommend at least 4GB memory for all
VM deployments. You can change this value. Appropriate values are suggested as follows, according to the
number (n) of Layer-7 transactions that will be handled simultaneously by FortiADC-VM:

1<n<140,000 — 4 GB vVRAM
140,001 <n < 300,000 —8 GB vVRAM
300,001 <n <600,000 —16 GB vVRAM

Also, sizing should be adjusted if the FortiADC-VM will be handling Layer-4 connections, or a mixture of Layer-4
and Layer-7 connections.

\ Y
-~ ”
It is possible to configure FortiADC-VM to use less VRAM, such as 2 GB.
However, for performance reasons, it is not recommended.
=
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To change the amount of vVRAM:

1. Use the VMware vSphere client to connect to VMware vSphere server.
The following figure shows the vSphere client manager window.
File Edit View Inventory Administration Plug-ins Help
8 |Q Home b gf] Inventory b [l Inventory
& &
2 [F 172.20.140.1
@ forti

Windows

[l B e lid-el. Summary | Virtual Machines | Resource Allocation | Performance | Events | Permissions

close tab [~
What is a Resource Pool?

Resource pools can be used to hierarchically partition Resource Pool
available CPU and memory resources of a host.

Creating multiple resource pools allows you to think more
about aggregate computing capacity and less about the
total capacity of the host. In addition, you do not need to
set resources on each virtual machine. Instead, you can
control the aggregate allocation of resources to the set of
virtual machines by changing settings on their enclosing
resource pool.

Basic Tasks
ﬁﬁ' Create a new virtual machine

& Edit resource pool settings

& Create a resource pool | -
»

<

2. Inthe left pane, right-click the name of the virtual appliance, such as FortiADC-VM-Doc, then select Edit
Settings.

The virtual appliance properties dialog appears.
3. Inthe list of virtual hardware on the left side of the dialog, click Memory.

@ rem

Hardware: | Optiors | Resources |
™ Show Al Devices hdd...
Hardware | Summary
emary 4095 MB
[= s
B video card Video card
= VMCI device Restricted
&= Hard diskl Wirtual Disk
= Harddisk2 Virtual Disk o] Minimum
W@ Network adapier VLAM 593 A guest 05 12 MA,
BB Network adapterd VLAM 593 4B
W@ MNetwork adapler3 WLAM 593
B Network adapters VLAN 593 268
M MNetwork adapter 5 VLAM 593 168
WP Network adapier& WLAM 593
M MNetwork adapter 7 WLAN 5593 512
W@ Network adspterd WLAN 253 = o
W@ Netwark adapter 9 WLAN 523
B Netwark acapter 10 WLAN 953 128
64 MB|
2MeEd
16MB]
BME
408
Hel I (=9 Corel
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4. In Memory Size, type the maximum number in gigabytes (GB) of the vRAM to allocate.
5. Click OK.

Mapping the virtual NICs (vNICs) to physical NICs

When you deploy the FortiADC-VM package, 10 bridging vNICs are created and automatically mapped to a
port group on one virtual switch (vSwitch) within the hypervisor. Each of those vNICs can be used by one of the
10 network interfaces in FortiADC-VM. (Alternatively, if you prefer, some or all of the network interfaces can be
configured to use the same vNIC.) vSwitches are themselves mapped to physical ports on the server.

You can change the mapping, or map other vNICs, if your VM environment requires it.

The appropriate mappings of the FortiADC-VM network adapter ports to the host computer physical ports
depends on your existing virtual environment.

Often, the default bridging vNICs work, and do not need to be changed.

‘\ ' J"___ If you are unsure of your network mappings, try bridging first before trying
non-default vNIC modes such as NAT or host-only networks. The default
q bridging vNIC mappings are appropriate where each of the host’s guest virtual
- machines have their own IP addresses on your network.

The most common exceptions to this rule are for VLANSs.

Example: Network mapping on page 24 illustrates how vNICs could be mapped to the physical network ports on
a server.

Example: Network mapping

Network 0\ E
“

Example: Network mapping

VMware vSphere FortiADC-VM

Physical Network Network Mapping Virtual Network Adapter for Network Interface Name
Adapter (vSwitch Port Group) FortiADC-VM in Web UI/CLI

ethO VM Network 0 Management port1
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VMware vSphere FortiADC-VM

Physical Network Network Mapping Virtual Network Adapter for Network Interface Name
Adapter (vSwitch Port Group) FortiADC-VM in Web UI/CLI

eth1 VM Network 1 External port2
VM Network 2 Internal port3
port4
port5
port6
port7
port8
port9
port10

To map network adapters:

1. Use the VMware vSphere client to connect to VMware vSphere server.
The following figure shows the vSphere client manager window.
File Edit View Inventory Administration Plug-ins Help
g 8 |Eﬁ Home b g Inventory p [} Inventory
& &
2 [F 172.20.140.1 Windows
& rforti

[l B e lid-el. Summary | Virtual Machines | Resource Allocation | Performance | Events | Permissions

close tab [/

What is a Resource Pool?

Resource pools can be used to hierarchically partition Resource Pool e~
available CPU and memory resources of a host.

Creating multiple resource pools allows you to think more
about aggregate computing capacity and less about the
total capacity of the host. In addition, you do not need to
set resources on each virtual machine. Instead, you can
control the aggregate allocation of resources to the set of
virtual machines by changing settings on their enclosing
resource pool.

Basic Tasks

ﬁtj‘ Create a new virtual machine

# Edit resource pool settings

& Create a resource pool | Jj
»

<

2. Inthe left pane, right-click the name of the virtual appliance, such as FortiADC-VM-Doc, then select Edit
Settings.
The virtual appliance properties dialog appears.

3. Inthe list of virtual hardware on the left side of the dialog, click the name of a virtual network adapter to
see its current settings.
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Gt ==
Hordwar

e lmm|m| Virtual Machine Version: §
Device Status
™ show &l Devices Add... | Remove | r
Hardware STy ¥ Connect at power on
Wl Memory “096 MB
& crue 2 b
Video card Video card CLErerE artaper L
= VMCI device Restricted
= Hard disk 1 Virtual Disk MAC Address
= A digh 2 hwalDiick
AT WP Network adapter1 VLAN 593 ] = Automatic  Marual
BB Metwork adapter3 WVLAN 543 e twork Connection
B8 Nebwork adapterd VLAN 593 M bwork lahal:
BB Network adapters VLAN 593 |
BB Network adapteré VLAN 533
Network adapter WVLAN 593
e VLAN 515
BB Network adapter3 WLAN 593
|| B MNetwork adapter 3 WLAN 593
B Metwork adapter 10 WLAN 593
Help
|

4. From the Network Connection drop-down menu, select the virtual network mapping for the virtual network
adapter.

The correct mapping varies by the virtual environment network configuration. In the example illustration
above, the vNIC Network adapter 1 is mapped to the virtual network (vNetwork) named VLAN 593.
5. Click OK.

HA Configuration

When configuring HA on FortiADC appliances using VMware VMs, ensure that the vSwitch can accept
MAC Address Changes and Forced Transmits on the HA Heartbeat VLAN. For more information, see the
FortiADC D-Series Handbook.

The illustration below shows what the vSwitch Properties page looks like with these settings enabled
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@ whwitch( Properties

Ports l MNetwork Adapters

YMWVLAN JORG
vlan20

vlan10

VEEIVEr

velient

WLAN3G
WLAN3S
VLANH
WLAN3IS

MGMT
WLANI2

» IPRRRRPRRPRPRPDRPPPRPPRPPE

dd.. |

WM Lync Bxternal
WM Lync Internal
zhangweid6_client

Canfiguration Summary

vSwitch 4088 Ports

WMWLAN 65 RG Wirtual Machine ...
WMWLAN 80 RG Wirtual Machine ...
WMWLAN 60 RG Wirtual Machine ...
RG VLAN 165 Wirtual Machine ...
W Wirtual Machine ...
RGHA Wirtual Machine ...

Wirtual Machine ...
Wirtual Machine ...
Wirtual Machine ...
Wirtual Machine ...
Wirtual Machine ...
Wirtual Machine ...
Wirtual Machine ...
Wirtual Machine ...
Wirtual Machine ...
Wirtual Machine ...
Wirtual Machine ...
Wirtual Machine ...
Wirtual Machine ...
Wirtual Machine ...

Edit...

»

m

vSphere Standard Switch Properties

Mumber of Ports:

Advanced Properties

MTU:

Default Policies
Security
Promiscuous Mode:
MAC Address Changes:
Forged Transmits:
Traffic Shaping
Average Bandwidth:
Peak Bandwidth:
Burst Size:
Failover and Load Balancing
Load Balancing:
Metwork Failure Detection:
Motify Switches:
Failback:
Active Adapters:

1500

Reject
Accept
Accept

Port ID

Link status anly
Yes

Yes

vmnicO

m

Step 3: Power on the virtual appliance

After the virtual appliance software has been deployed and its virtual hardware configured, you can power on

the virtual appliance.

Before you begin:

« You must have resized the disk (VMDK).

« You must have resized the CPUs and RAM, if necessary.

« You must have mapped the virtual network adapters if the defaults are not appropriate.

These settings must be configured in virtual machine environment. You do not configure them in the FortiADC

OS.

To power on FortiADC-VM:

1. Use the VMware vSphere client to connect to VMware vSphere server.

The following figure shows the vSphere client manager window.
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File Edit View Inventory Administration Plug-ins Help

|Eﬁ Home [ gf] Inventory P @ Inventory
+

g &

B [ 172.20.140.1
& forti

Windows

el i e lid-e . Summary ' Virtual Machines | Resource Allocation | Performance

close tab [/
What is a Resource Pool?

Resource pools can be used to hierarchically partition
available CPU and memory resources of a host.

Creating multiple resource pools allows you to think more
about aggregate computing capacity and less about the
total capacity of the host. In addition, you do not need to
set resources on each virtual machine. Instead, you can
control the aggregate allocation of resources to the set of

virtual machines by changing settings on their enclosing
resource pool.

Basic Tasks

&' Create a new virtual machine
# Edit resource pool settings
& create a resource pool

-
4| | »

In the left pane, click the name of the virtual appliance, such as FortiADC-VM-Doc.
3. Click the Getting Started tab.

FortiADC-VM-Doc

[, summary | Resource Allocation | Performance | Events

Console | Permissions

close tab [X]
What is a Virtual Machine?

A virtual maching is a software computer that, like a
physical computer, runs an operating system and
applications. An operating system installed on a virtual
machine is called a guest operating system.

Virtual Machines

Because every virtual machine is an isolated computing
environment, you can use virtual machines as desktop or
workstation environments, as testing environments, or to
consolidate server applications.

N

Virtual machines run on hosis. The same host can run

B
many virtual machines. t] =

Basic Tasks

vSphere Client
[p Power on the virtual machine

B Edit virtual machine settings

4. Click Power on the virtual machine.

Step 4: Configure access to the web Ul & CLI

Once it is powered on, you must log into the FortiADC-VM command-line interface (CLI) via the VMware
vSphere console and configure basic network settings so that you can connect to the web Ul and/or CLI of the
appliance through your management computer’s network connection.

To configure basic network settings:

1. Use the VMware vSphere Client to log into the vSphere server.

2. Inthe left pane, select the name of the virtual appliance, such as FortiADC-VM-Doc.
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3. Click the Console tab to open the console of the FortiADC-VM virtual appliance.
4. At the login prompt, type admin and no password to log in.
5. Configure the management interface, static route, and DNS server so you can access the system from a
secure management network. Use the following command syntax:
config system interface
edit portl
set ip <address/mask>
set allowaccess {http https ping snmp ssh telnet}
end
config router static
edit 1
set gateway <gateway address>
end
config system dns
set primary <dns_ address>
set secondary <dns_ address>
end

where:
o <address/mask> is either the IP address and netmask assigned to the network interface, such as
192.168.1.99/24; the correct IP will vary by your configuration of the vNetwork.
e <gateway_ address>} is|P address of the next hop router for port1.
e <dns_address> isthe IP address of a DNS server

You should now be able to connect via the network from your management computer to port1 of FortiADC-
VM using:
« aweb browser for the web Ul (e.g. If port1 has the IP address 192.168.1.1, go to https://192.168.1.1/).

o an SSH client for the CLI (e.g. If port1 has the IP address 192.168.1.1, connect to 192.168.1.1 on port
22).

Step 5: Upload the license file

When you purchase a license for FortiADC-VM, Technical Support provides a license file that you can use to
convert the 15-day trial license to a permanent, paid license.

You can upload the license via a web browser connection to the web Ul. No maintenance period scheduling is
required: it will not interrupt traffic, nor cause the appliance to reboot.

To upload the license via the web Ul:

1.  On your management computer, start a web browser.
Your computer must be connected to the same network as the hypervisor.

2. Inyour browser's URL or location field, enter the IP address of port1 of the virtual appliance, such as:
https://192.168.1.99/.

3. Use the username admin and no password to log in.
The system presents a self-signed security certificate, which it presents to clients whenever they initiate an
HTTPS connection to it.

4. Verify and accept the certificate, and acknowledge any warnings about self-signed certificates.
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5.

The web Ul opens to the dashboard.
In the System Information portlet, use the update link and the Browse button to upload the license file

(lic).

After the license has been validated, the System Information widget indicates the following:

License row: The message: Valid: License has been successfully authenticated
with registration servers.
Serial Number row: A number that indicates the maximum number of vCPUs that can be allocated

according to the FortiADC-VM software license, such as FADV0100000028122 (where “V01” indicates a
limit of 1 vCPUs).

If logging is enabled, this log message will also be recorded in the event log:

"VM license has been updated by user admin via GUI(192.0.2.40)"

If the update did not succeed, on FortiADC, verify the following settings:

time zone & time

DNS settings

network interface up/down status
network interface |IP address
static routes

On your computer, use nslookup to verify that FortiGuard domain names are resolving (VM license queries
are senttoupdate.fortiguard.net).

C:\Users\username>nslookup update.fortiguard.net
Server: google-public-dns-a.google.com
Address: 8.8.8.8

Non-authoritative answer:
Name: fdsl.fortinet.com
Addresses: 209.66.81.150
209.66.81.151

208.91.112.66

Aliases: update.fortiguard.net

On FortiADC, use execute pingand execute traceroute to verify that connectivity from FortiADC to
the Internet and FortiGuard is possible. Check the configuration of any NAT or firewall devices that exist
between the FortiADC appliance and the FDN or FDS server override.

FortiADC # exec traceroute update.fortiguard.net

traceroute to update.fortiguard.net (209.66.81.150), 32 hops max, 84 byte packets

192.0.2.2 0 ms 0 ms 0 ms

209.87.254.221 <static-209-87-254-221.storm.ca> 4 ms 2 ms 3 ms

209.87.239.161 <core-2-g0-3.storm.ca> 2 ms 3 ms 3 ms

67.69.228.161 3 ms 4 ms 3 ms

64.230.164.17 <coreZ2-ottawa23 POS13-1-0.net.bell.ca> 3 ms 5 ms 3 ms

64.230.99.250 <tcored4-ottawa23 0-4-2-0O.net.bell.ca> 16 ms 17 ms 15 ms

64.230.79.222 <tcore3-montreal0l pos0-14-0-0.net.bell.ca> 14 ms 14 ms 15 ms

64.230.187.238 <newcore2-newyork83 so06-0-0_0> 63 ms 15 ms 14 ms

64.230.187.42 <bxX5-newyork83 POS9-0-0.net.bell.ca> 21 ms 64.230.187.93 <BX5-
NEWYORK83_POSI2—O—O_core.ﬁét.bell.ca> 17 ms 16 ms

10 67.69.246.78 <Abovenet NY.net.bell.ca> 28 ms 28 ms 28 ms

11 64.125.21.86 <xe-1-3-0.cr2.lgab5.us.above.net> 29 ms 29 ms 30 ms

O 00 J oy U x W N
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12 64.125.27.33 <xe-0-2-0.cr2.ord2.us.above.net> 31 ms 31 ms 33 ms

13 64.125.25.6 <xe-4-1-0.cr2.sjc2.us.above.net> 82 ms 82 ms 100 ms

14 64.125.26.202 <xe-1-1-0.er2.sjc2.us.above.net> 80 ms 79 ms 82 ms

15 209.66.64.93 <209.66.64.93.t01015-01.above.net> 80 ms 80 ms 79 ms
16 209.66.81.150 <209.66.81.150.available.above.net> 83 ms 82 ms 81 ms

If the first connection had not succeeded, you can either wait up to 30 minutes for the next license query, or
reboot.

execute reboot

If after 4 hours FortiADC still cannot validate its license, a warning message will be printed to the local console.

What’s next?

At this point, the FortiADC virtual appliance is running, and it has received a license file, but its operating
system is almost entirely unconfigured. See the FortiADC Handbook for information on getting started with
feature configuration.

Upgrading the number of VM CPUs

FortiADC-VM is licensed for either 1, 2, 4, 8, 16 or 32 CPUs. If you start with one license and outgrow it, you
can upgrade.

Before you begin:

« You must purchase the new license and copy the license file to your management computer.
« Be aware that you must shut down FortiADC and power off the virtual machine to perform the upgrade.

To allocate more vCPUs:

1. Inthe FortiADC web Ul, go to System > Status > Dashboard.
2. Upload the new license. For details, see Uploading the license.
3. Inthe System Information widget, click Shut Down.

The virtual appliance will flush its data to its virtual disk, and prepare to be powered off. If you skip this step
and immediately power off FortiADC-VM, you might lose buffered data.

4. On your management computer, log into the vSphere server.

5. Inthe left pane, click the name of the virtual appliance, such as FortiADC-VM-Doc.

6. Click the Getting Started tab.

7. Click Power off the virtual machine.

8. Increase the vCPU allocation. For details, see Configuring the number of virtual CPUs (vCPUs).
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9. Power on the virtual appliance again.

Upgrading the virtual hardware

By default, the FortiADC-VM fortiadc-vm-64-hw7.ovf image uses VMware virtual hardware version 7. If you
have a VMware ESXi 5.1 environment that supports virtual hardware version 9, and you want to provide version
9 feature support such as backups, you can update the virtual hardware.

For more information on virtual hardware, see:

http://kb.vmware.com/selfservice/documentLinkInt.do?micrositel D=&popup=true&languageld=&externall
D=1010675

To upgrade the virtual hardware:

1. Shut down FortiADC-VM. To do this, you can enter the CLI command:
execute shutdown

2. In VMware vCenter, right-click the VM and select Power > Power Off.

After it has been powered off, right-click the VM and select the option to upgrade the virtual hardware.
4. When the upgrade is complete, power on FortiADC-VM.

g
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Chapter 3: Deploying FortiADC-VM on Microsoft
Hyper-V

This chapter provides procedures for FortiADC-VM on Microsoft Hyper-V. It includes the following information:

Installation overview ... L 33
Step 1: Deploy the FortiADC-VM virtual machine ... ... ... . .. ... ... 35
Step 2: Configure virtual hardware settings ... ... .. ... 48
Resizing the virtual disk ... . 49
Configuring the number of virtual CPUs (VCPUs) and RAM ... . 50
MAC address SpOOfing . .. ... .. 52
Mapping the virtual NICs (VNICs) to physical NICs ... ... ... 53
Trunking with Hyper-V networking . ........ .. ..o e 54
Step 3: Start the Forti ADC-VIM . 55
Step 4: Configure access tothe web Ul & CLI ... ... .. .. ... 55
Step 5: Upload the license file ... . .. . 58
What's NeXt? .. 60

Installation overview

You deploy FortiADC-VM on Microsoft Hyper-V by importing a virtual machine.
Before you begin:

« You must have already installed Windows Server 2012 R2 and enabled Hyper-V. Refer to Microsoft
documentation for instructions:
« https://www.microsoft.com/en-us/evalcenter/evaluate-windows-server-2012
o https://technet.microsoft.com/en-us/library/hh846766.aspx
o Tip: To quickly use remote desktop to control Hyper-V server, turn on the remote desktop function and turn
off the firewall on the server side:

netsh advfirewall set allprofiles state on

Resize boot disk

Before you upgrade the image to version 5.1.0, increase the size of the boot.vhd to 2GB.
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The size of the boot.vhd prior to 5.1.0 was less than 2 GB. Now, for ADC's deployed after 5.1.0, the boot.vhd is
2 GB by default.

How to resize the bootdisk in Hyper-V

1. Power off the ADC
2. Go to Virtual Machines > ADC > Settings > Hard Drive boot.vhd (not data.vhd)
3. Edit the Virtual hard disk
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Checkpoints B0 15 Coniroler 1 @ |
| 5 5 e | | [ eoec ] [romse.. ] - :
New Virtual Switch Physicalh
¢
i
(] un-nlvymlhxduymmm_smku,mmzmm- E
dskis offine. wmlmuwmwwww N
%
m Toremave the vrual bord dok, ddkRemave, This docomnects the dok bt doea ot &
delete the assocal i
I
| Apct ]
| [ Createds  1020/201735843PM Chstered: 1o
4. Choose the action Expand
Virtual Machines
Name = Seate CPUUssge  Assigned Memory  Uptime Status
d anci off
i ancz Running 0% 4056 MB 204722
& Settings for ADC1 on WIN-RNSDM4MBGEO Ol e
ADCi “4rQ
#
A cronsrcon
Before YouBegn Wihat o yous want 10 do to the vetusl hard dsk?
Locake Dk © Compact
Choace Acton This ontion compacts the fle size of  vitual hard disk, The storage capacty of the vitual hard dik
remans the same.
O Convert
Checkpoints
T oton et dhrd ok by g e conent b e et ik T e
‘mumwwwmwm
[<rewos | [ next> | [ Fmeh | [ cance
Tt connecied = |
Aocs =
Il— Createds  10/20/2017 355,43 P S
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5. Choose the size of the hard disk accordingly. If you are upgrading to 5.1.x, make sure you select a bootdisk
size of at least 2 GB.

Virtual Machines
Mame

State CPUUsage  Assigned Memory  Uptime Status
# apct

od
3 ADc2 Running 0% 4096 M8 20:47:58
i Settings for ADC1 on WIN-RNSDM4MBGEO |
|apct PG
{Farrn [
) Edit Virtual Hard Disk Wizard -.l
%5 Expand Virtual Hard Disk
Before You Begn Wihat size do you want to make the virtual hard disk?
Locate Disk Current size is between 0 GB and 1GB.
=
Checkpoints Summary @
[<prevous | [ > | [ rneh | [ concel
ADC1 o Cancel
T Createds NONNT 1RGP Thickarads 1A

Step 1: Deploy the FortiADC-VM virtual machine

Before you begin:

Extract the contents of the FortiADC-VM image .zip file to a folder that you can access from the Hyper-V
Manager. You will see the following files: boot.vhd, data.vhd, and more.

You should create a virtual switch before you deploy the FortiADC-VM.

Deploy the FortiADC-VM:
1. Launch the Hyper-V Manager in your Microsoft server.
The Hyper-V Manager opens.

2. Select the server in the right-tree menu. The server details page is displayed.
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EE
File Action View Help

=

Hyper-V Manager

53 Hyper-V Manager
53 WIN-2856

Help

Virtual Switch Manager...
Virtual SAN Manager...
Edit Disk..

Inspect Disk...

Stop Service

Remove Server

Refresh

View

[P T
New » Virtual Machine...

Import Virtusl Machine... P ;::ta CPUUsage  Assigned Memory  Uptime
Hyper-V Settings. Floppy Disk...

The selected vitual machine has no checkpoirts.

hmliu_LLB_Long_Term_ADC2_10.106.154.172

Clustered:  No
Heartbeat:  No Cortact

Integration
Services:

Created: 12/31/1600 4.00:00 PM
Version: 50
Generation: 1

Hotes: MNene

Summary ‘ Memory | Networking | Replication

Displays the New Virtual Machine Wizard.

Actions

WIN-295GSISMTSG -
New

[ Import Virtual Machine...

) Hyper-V Settings..

F1 virtual Switch Manager...

. Virtual SAN Manager...

A Edit Disk.

(L Inspect Disk...

(W) Stop Service

7< Remove Server

4 Refresh
View »

H Hep

hmliu_LLB_Long_Term_ADC2_10.106.154.172 =

=] Connect.

£ Seftings...

(® Tum Of..

Shut Down...

Save

1l Pause

I Reset

s Checkpoint

2 Move.

&1 Export.,

=l Rename.

147 Enable Replication...

H Hep

3. Right-click the server and select New and select Virtual Machine from the menu. Optionally, in the

Actions menu,

select New and select Virtual Machine from the menu.

The New Virtual Machine Wizard opens.

a
| . t

5 | Before You Begin

A '

Specfy Name and Location

Spedfy Generation

Assign Memary

Configure Netwarking

Connect Virtual Hard Disk
Instalation Options

Summary

New Virtual Machine Wizard

This wizard helps you create a virtual maching, You can use virtual machines in place of physical
computers for & variety of uses. You can use this wizsrd to configure the virtual machine now, and
‘you can change the configuration later using Hyper-Y Manager

To create a virtual machine, do one of the folowing:

+Click Finish to create a virtual machine that is configured with default values.
« Cick Mext to create a virtual machine with a custom configuration.

] Do not show this page again

wext> || Fosh | [ cond |

4. Select Nextto

create a virtual machine with a custom configuration.

The Specify Name and Location page is displayed.
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ﬁ} Specify Name and Location

Before You Begin Choose a name and location for this virtual machine.
- The name is displayed in Hyper-¥ Manager. Wereurﬂnendﬂ'\atyouusearﬂmmathebsywaaﬂy

Specify Generation identify this virtual machine, such as the name of the guest operating system or
Assign Memory Name:  [FortADC| |
Canfigure Netwarking ‘fou can create a folder or use an existing folder to store the virtual machine. If you don't select a
Connect Virtual Hard Disk folder, the virtual machine is stored in the default folder configured for this server.

Installation Options [#] Store the virtual machine in a different location
Summary Location: [E:\Test| |[ eromse... |

& If you plan to take chedgoints of this virtual machine, select a location that has enough free
space, Chedpoints indude virtual machine data and may require a large amount of space.

5. Enter a name for this virtual machine. The name is displayed in the Hyper-V Manager.
Select Next to continue. The Assign Memory page is displayed.

ﬂ Assign Memory

Before You Begin Spedify hmtufmywdomwwﬂl\smfr:adlm You can spedify an amount from 32
MB through 254210 MB. To improve performance, spedify more than the minimum amount
Spedfy Name and Location recommended for the operating system.

Spedfy Generation Startup memory: MB
Assign Memory
= [[] use Dynamic Memory for this virtual machine.

Configure Networking
5 When you decide how much memory to assign to a virtual machine, consider how you intend to
ST i o use the virtusl machine and the operating system that it il run.
Installation Options
Summary

6. Specify the amount of memory to allocate to this virtual machine. The default memory for FortiADC VM is
4GB.

Select Next to continue. The Configure Networking page is displayed.
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ﬁl Configure Networking

Before You Begin

Specify Name and Location
Spedify Generation

Assign Memory

Each new virtual machine indudes a network adapter, You can configure the network adapter to use a
wirtual switch, or it can remain disconnected,

Connection: |new_mgmt_vian v

Configure Networking
Connect Virtual Hard Disk
Installation Options

Summary

7. Each new virtual machine includes a network adapter. Eight network interfaces are supported.
Select Next to continue. The Connect Virtual Hard Disk page is displayed.

T
ﬂ Connect Virtual Hard Disk

Before You Begin A virtual machine requires storage so that you can install an operating system. You can specify the

Spedify Name and Location
Spedfy Generation

Assign Memory

Configure Networking

Connect Virtual Hard Disk

storage now or configure it later by modifying the virtual machine's properties.
() Create a virtual hard disk
Use this option to create a VHDX dynamically expanding virtual hard disk.

Name

FortiADC. vhdx |

. |E:\Test\FortiADC\Virtual Hard Disks\

127| GB (Maximum: &4 TE)

‘ Browse...

(®) Use an existing virtual hard disk
Use this option to attach an existing virtual hard disk, either VHD or VHDX format.

Location: [E:\Test\virtual hard disks\boot. vhd || erowse...

O Attach a virtual hard disk later
Use this option to skip this step now and attach an existing virtual hard disk later.

[ <previous | | MNext> || Fiish

| [ conce ]

Select to use an existing virtual hard disk and browse for the boot.vhd file that you downloaded from the
Fortinet Customer Service & Support portal.

Select Next to continue. The Summary page is displayed.
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i
ﬁ ‘Completing the New Virtual Machine Wizard

Before You Begin You have successfully completed the New Virtual Machine Wizard. You are about to create the
Spectfy Name andi ocaan following virtual machine.

N — Desaription:

Assign Memory Name: FortiADC

Configure Ne Generation: Generation 1

5 Memory: 4096 MB
Connect Virtual Hard Disk Network:  new_mamt_vian

Hard Disk:  E:\Test\virtual hard disks\boot.vhd (VHD, dynamically expanding)

To ceate the virtual machine and dose the wizard, dick Finish.

[<Previoss | | e | [ Fmen ][ cane |

9. To create the virtual machine and close the wizard, select Finish.
10. Add log disk. Go to Settings and configure the log disk.

File Action View Help
% o
32 Hyper-V Manager Actions
3 WiN-205G5IsMTEG Virtual Machines
Name - State CPU Usage Assigned Memory Uptime ~ New N
8 FAHYV-4,.08.08-FW-buikd 1008-180808 of |5 (% Import Vitusl Machine..
L_C Connect.., I " [ T> - [ Hyper-V Settings...
: wy p
Checld Settings... | @ ,.T Virtual Switch Manager...
— Start . Virtual
Checkpaint hes no g Edit Disk..
| Mave... & Inspect Disk...
Export... () Stop Service
Rename... 7< Remove Server
Delete... 4 Refresh
Enable Replication... View 3
.Help Help
A D
o Connect..
I Settings...
O start
s Checkpoint
5 Move..
FoctADG & Export...
=] Rename...
Created:  4/12/201921524 PM Clustered:  No 5 Delete..
Version: -15“ 1 Enable Replication..
Generation:
ot Mo Help
Surmary | Memory | Networking | Replication |
Displays the virtual machine settings user interface.

11. Add a hard drive.
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Hyper-V Manager

gs
File Action View Help
I

25 Hyper-V Manager

Ha WIN-295GSISMTaG

Virtual Machines.

Name -
3 FAHYV-4.08.08-FW-build 1008180208 off
FortiADC off

[Fortianc

v

|4 » G

Py v

<] m

4] Add Hardware

Checkpoints

1 B1OS
Boot from CD

FortiADC

The selected virtual maq

@ [ Processor
1 Virtual processor

[=F'=1 Hu'd Drive
boot.vhd

= B IDE Controller 1
§* DVD Drive
None
3 SCSI Controller
@ [ Network Adapter
new_mgmt_vian

|l Diskette Drive
None

% Management

1] Name
FortiADC

Created:  4/12/2019 2:15:24 PM
Version: 50

Generation: 1

HNotes: None

1] Integration Services
Some services offered

13| Checkpoint File Location
E:\Test\FortiADC

sl smart Paging File Location
E:\Test\FortiADC

P Automatic Start Action
Restart if previously runming

Summery | Memory | Networking | Replcation |

~

& IDE Controller

You can add hard drives and CD/DVD drives to your IDE confroller.
Select the type of drive you want to attach to the controller and then dick Add.

You can configure & hard drive to use a virtual hard disk or a physical hard disk after
you attach the drive to the controller.

o ) el |

Apply

12. Browse the data.vhd

Hyper-V Manager

[STelmxT]

File Action View Help

|2

33 Hyper-V Manager

Il ‘WIN-295GSISMT8G

Virtual Machines

MName -

i FA-HYV-4.08 08-FW-build 1008-180808 Off
FortiADC Off

[Fortianc

J4ria

Al W

2 dv

4] add Hardware

Checkpoints

& BIOS

Boot from CD

The selected vitual mad

FortiADC

Created:  4/12/2019 21524 FM
Version: 5.0

Generation: 1

Hotes: None

Summary | Memory | Networking | Repication |

. Memory
4096 MB
i [0 Processor
1 Virtual processor
(= i 1DE Controller 0
@ & Hard Drive
boot.vhd
© & Hard
data.vhd
= 0 IDE Controller 1
{4 DVD Drive
None
B SCSI Controller
# [ Network Adapter
new_mgmt_vian
¥ comi
None
¥ com2
None
ed Diskette Drive
None
A Management
1 Name
FortiADC
7] Integration Services
Some services offered

13 Checkpoint File Location
E:\Test\FortiADC

il Smart Paging File Location
E:\Test\FortiADC

~

Ca Hard Drive

“You can change how this virtual hard disk is attached to the virtual machine. If an

operating system is installed on this disk, changing the attachment might prevent the
virtual machine from starting

Controller: Local

‘]DElemlsu le(r\us:.) v

Meda

‘ou can compact, convert, expand, merge, reconnect or shrink a virtual hard disk
by:ﬁﬂﬂmmdﬁe Sueclﬁﬂheﬁ.lp!lﬂmﬂﬁe

® Virtal hard disk:
[Ex\Westlvirtual hard dsks'data.vhd J

[ wew ][ 4t
) Physical hard disk:
[i] Iﬁhephvﬁcdharddﬂ:ywwm!wuuhmtbwd,m”ehth

disk is offiine. Use Disk it on the physical computer to manage
physical hard disks.

To remove the virtual hard disk, dick Remove. This disconnects the disk but does not.
delete the associated file,

13. Start the ADC.
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File Action View Help

| 7

53 Hyper-V Manager

Ha win-29565IsMT8G Virtual Machines

Name
i FA-HYV-4,08.08-FW-build 1008-180808 Off

: Connest. =

CPUUsage  Assigned Memory

Uptime

Move...
Export...

Rename...
Delete...

Enable Replication...
Help

Checkpoint The selected vitual machine has no checkpoints.

FortiADC

Created:  4/12/2019 2:15:24 PM
Version: 50

Generation: 1

Notes: Nore

Clustered:

No

Summary | Memory | Networiing | Replcation |

Starts the selected virtual machine.

| Actions
New »

[ Import Virtual Machine...
%] Hyper-V Settings...
1 Virtual Switch Manager...
) Virtual SAN Manager...
@ Edit Disk...
&L Inspect Disk...
(m) Stop Service
7€ Remove Server
() Refresh
View »
Help
[foriaDC s
=i Connect...
3 Settings...
@ st
T Checkpoint

Enable Replication...
Help

FortiADC 5.3.0 VM Installation
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Deploy the FortiADC-VM by Import Virtual Machine on Windows Server 2012 R2

1. Inthe Hyper-V Manager, under Actions, click Virtual Switch Manager.

EF]
File  Action ‘iew Help
= #F BE

Hyper-¥ Manager

33 Hyper-v Manager
Sa WIN-H705D930U7D

Virtual Machines

Marme - State (
2 FaHYY-4.00.00-Fw-build0000-160206 0ff

= Fé-HYY-4.05.00-Fw-build01 3-160217 i}

Bl 07

3 Fa-HYY-4.0501-Py/-buildd001-160217 0ff

2 FGVM-BCPU Running I
é Fortiveeb-t4-5.51-buildd71 2 Saved

< m

Checkpoints

The zelected vitual machine haz no checkp

FA-HYV-4.05.00-FW-huild0553-160407

<

44742016 2:40:43 PM Clut

Yersion: 50

Created:

Generation: 1
Notes: None

Summary | Memary | Metworking | Replication

n >

Actions

WIN-H705D930U7D
[Newn:

Les ImportWirtual Machine...

Hyper-Y Settings..,

3 Wirtual Switch Manager..,

e, Mirtual SAN Manager..,
o7 Edit Disk..,
I.g.l Inspect Disk...
( : ) Stop Service
75 Rerriove Server
U FRefresh
Wienr

H Help
FA-HYY-4.05.00-FW-build0553- 160407
=i Connect.

24 Settings..

© start

S& Checkpaint

é'3 Move. .,

el Export.

=] Renarme..,

Sk Delete.,

4% Enable Replication...

2. Under Virtual Switches, click New virtual network switch, click External, and then click Create Virtual

Switch.
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WA Create virtual switch

" - what bype of wirtual switch do vou wank to create?
InkeliR) 1210 Gigabit Metwork Con,..

% Global Metwork Settings

[H] MaC Address Range
00-15-50-10-63-00 bo 00-15-50-1,.,

Private

Create Virtual Switch

Creates a wirtual switch that binds ko the pheysical network adapter so that wirtual
machines can access a physical netwark,

3. Under Virtual Switch Properties, for Name, enter vmnet. For all other settings, use the default values.
4. Click OK.
5. In Hyper-V Manager, under Actions, click Import Virtual Machine.
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File Action ‘iew Help

« o z(E 8@

35 Hyper-V Manager
El WIN-H7050930U7D

Virtual Machines

Mame
3 FAHYV-4.00.00-Fw-build0000-160206
i FAHYY-4.05.00-Fwbuild0011-160215

-

Mew

L& Import Virual Machine...

5 FAHYV-4,05.00-Fw/build0011-160215
\W-build 000 -1 Running
a FortiwebM-5.51-buldd0712 Funning

<]

Checkpoints

The selected virtual machine has no checkp

FA-HYV-4.05.01-FW-build0001-160217

Created: 2/17/2016 33450 PM
Yersion: 5.0

Generation: 1

Notes: Maone

smy|Mumy|Nalwom|Reﬁcaﬁon|

<l " |

7 Hyper-V Settings...

E.: Wirtual Switch Manager...
) Virtual SAN Manager..
o Edit Disk...

Inspect Disk...

@ Stop Service

75 Rernove Server

4 Refresh

0 Shut Down,.,
© save

Il Pause

IP Reset

ag Checkpoint

oM

Fie s

OVE.L.

6. Inthe Import Virtual Machine wizard, navigate to the Locate Folder page.
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Locate Folder

Before You Begin Specify the folder containing the virtual machine to import.

Locate Folder Folder: |C:\Users|Administrator\Documents\FADC_HYV\FADC_HYY_ymi|
Select virtual Machine

Choose Import Type

Summary

| <previous | | met> || Fosh || cancel

7. For Folder, specify the folder that contains the contents of the .zip file, and then click Next.

8. Onthe Select Virtual Machine page, select the name of the FortiADC-VM virtual machine, and then click
Next.

9. Onthe Choose Import Type page, select Copy the virtual machine (create a new unique ID), and
then click Next.

FortiADC 5.3.0 VM Installation
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Choose Import Type

EBefore You Begin Choose the type of import to perform:

Locate Folder O Register the virtual machine in-place (use the existing unique ID)
Select Virtual Machine O Restore the virtual machine (use the existing unique 10}
Choose Import Type (®) Copy the virtual machine (create a new unique ID)

10. On the Choose Folders to Store Virtual Hard Disks page, preserve the default values or specify the folders
where you want to store the virtual machine. Then, click Next.
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Choose Folders to Store Virtual Hard Disks

Before You Begin Where do you want to store the imported virtual hard disks for this virtual machine?

Locate Foider Location: [C:\UsersiPubliciDocumentsiHyper-V\Virtual Hard Disks)

Select Virtual Machine

Choose Import Type
Choose Destination

Choose Storage Folders

[ <previous | [ mext> || oo

==

11. On the Completing Import Wizard page, review the settings, and then click Finish.
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Before You Begin
Locate Folder

Select Virtual Machine
Choose Import Type
Choose Destination

Choose Storage Folders

Summary

Import Virtual Machine

» Completing Import Wizard

Description:

‘You are about to perform the following operation.

virtual Machine:
Irnport file:
Import Type:

Checkpoint folder:

<

Yirtual hard disk destination Folder:

FA-HYY-4.05,00-Fw-build0SS3- 160407

C:\Users\Administrator\DocumentsiFADC_HYWIFADC_HYY_vMY'

Copy (generate new ID)

Virtual machine configuration Folder:  C:\ProgramData\Microsoft\Windows\Hyper-¥}

C:\ProgramDataiMicrosoft\Windows\Hyper-Y

Smark Paging File store: C:\ProgramData\Microsoft\Windows\Hyper-¥
C:\Users\Public\DocumentsiHyper-¥iWirtual hard disks\FADC_H!

To complete the import and close this wizard, click Finish,

< Previous M Finish

| | Cancel

Step 2: Configure virtual hardware settings

After deploying the FortiADC-VM image and before powering on the virtual appliance, log into the Hyper-V
Manager and configure the virtual appliance hardware settings to suit the size of your deployment.

Virtual hardware settings on page 48 summarizes the defaults that are set in the default image and provides
rough guidelines to help you understand whether you need to upgrade the hardware before you power on the
virtual appliance. For more precise guidance on sizing, contact your sales representative or Fortinet Technical

Support.

Virtual hardware settings

Component Default Guidelines

Hard drive 30GB

FortiADC 5.3.0 VM Installation
Fortinet Technologies Inc.

30 GB is insufficient for most deployments.

You must upgrade the hard drive before you
power on the appliance.

After you power on the appliance, you must
reformat the FortiADC OS log disk with the

following command:

48



Chapter 3: Deploying FortiADC-VM on Microsoft Hyper-V

Component Default Guidelines

execute formatlogdisk
You need to upload a license file before using this
command.

CPU 1CPU 1 CPU is appropriate for a VMO01 license. Upgrade
to 2, 4, 8, 16, or 32 CPU for VM02, VM04, VMOS8,
VM 16, and VM32 licenses, respectively.

RAM 4 GB 4 GB is the minimum. See the section on vVRAM
for guidelines based on expected concurrent
connections.

Network 8 bridging vNICs are Change the mapping as required for your VM

interfaces mapped to a port group on environment and network.

one virtual switch (vSwitch).

Resizing the virtual disk

The virtual disk size of the imported FortiADC-VM virtual machine is 30 GB (the default size for a Hyper-V
virtual machine).

To increase the size of the virtual hard disk:

1. Shut down the FortiADC-VM virtual machine (Actions > Shut Down).
2. Select the FortiADC-VM virtual machine in the list of machines, and then, under Actions, click Settings.

3. Under Hardware, expand the IDE Controller item that contains the machine’s hard drives, and then select
the hard drive data . vhd.
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=] Settings for FA-HYV-4.05,00-FW-build0553- 160407 on WIN-H705D930070 [= [ 5 -

F&-HY-4.05.00-Fy-build0553-160407 'V| 4 b |G

% Hardware ~

4:‘ Add Hardware

A BICS ou can change how this virtual hard disk is attached to the virtual machine, IF an

o - IDE operating system is installed on this disk, changing the attachment might prevent the
ook trom wirtual machine From skarting,

[ [Aemmory

2045 MB

n Processar
1 Wirtual processor Media

_a Hard Drive

Controller: Location:
IDE Controller O v | | 1 {in use) W

= I IDE Controller 0 ¥au can compact, convert, expand, merge, reconnect ar shrink a virkual hard disk
& Hard Drive by editing the associated file, Specify the Full path ko the File,

boat.vhd (®) Yirtual hard disk:
& Hard Dri

dat |C:'l,Users'l,Puinn:'I,Dncuments'l,Hyper—'u"l,'u'irtuaI hard disks'l,FADC_HW_'u'M'I,data.vhc|

Eii
L 1DE Controller 1 Mew | Inspect || Browse. .. |
W

Adaptar

vmnek
Adaptar
vmnek
W Adaptor iﬂl If the physical hard disk wou want to use is not lisked, make sure that the

wrinet disk is offline. Use Disk Management on the physical computer to manage
0 adaptor physical hard disks,

vmnek

&

To remove the virtual hard disk, click Remove. This disconnects the disk but does not

Adaptar delete the associated file,

vmnek

ek

L=

40

Adaptar
vmnek

Ei=t

Adapkor
vmnek

40

Adapkor
ek
U Adaptor
vmnek

40

| o4 | | Zancel |

4. Inthe hard drive settings, under Media, ensure that Virtual hard disk is selected, click Edit, and then use
the Edit Virtual Hard Disk wizard to expand the size of the virtual disk.

5. Start the virtual machine (Actions > Start).

6. If you have resized logdisk (not bootdisk), after rebooting FortiADC and uploading a license file, you should
execute the following command: execute formatlogdisk. Executing thiscommand will clear all
statistics and logs etc.

Configuring the number of virtual CPUs (vCPUs) and RAM

By default, the virtual appliance is configured to use 1 vCPU. Depending on the FortiADC-VM license that you
purchased, you can allocate from 1 to 32 vCPUs.

To change the number of vCPUs and RAM:

1. Shut down the virtual machine (Actions > Shut Down).
2. Select the FortiADC-VM virtual machine in the list of machines, and then, under Actions, click Settings.
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3. Under Hardware, select the Processor item, and then use the Processor settings to increase or decrease
the number of vCPUs.

=t Settings for FA-HYY-4,05,00-FW-buil d0553- 160407 on WIN-H705D930U7D [ =19 -

F&-H-4.05,00-FW-build0553-160407 'V| 4 b |G

% Hardware -~ D Eereann
"{\"’A Add Hardware
A RIS ‘o can modify the number of virtual processors based on the number of processors on
o Bt From IDE the physical computer, You can alsa modify okther resource control settings.

T Memory '\lumber af wirtual processars; 12
2045 MB

Resource control
¥ou can use resource controls to balance resources among wirtual machines,

=}
&= & IDE Controller 0 Wirtual machine reserve {percentage): EI
w Hard Drive

boot,whd Percent of total syskem resources: 0
(s Hard Drive
data.whd Wirtual machine limit (percentage):
IEL IDE Contraoller 1
0 Adaptor
vmnek
Relative weight: 100
Adapkar -
vmnek
0 adaptor
ek
0 adapkor
vmnek

Percent of total syskem resources: g

==

Adapkor
ek

4=

Adaptar
ek

=

Adaptar
vmnek

=

Adapkor
ek

4=

Adaptar
vmnek

=

Adapkor
wrnnet

4=

| o4 | | Zancel |

4. Under Hardware, select the Memory item, and then use the Memory settings to increase or decrease the
Startup RAM. Make sure Dynamic Memory is not enabled.
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‘r:_ Add Hardware

1Al BIOS
Book from IDE

L} Frocessor
1 Wirtual processar
= = IDE Contrallar 0
(_a Hard Drive
boat.whd
w Hard Drive
data.whd
B¢ IDE Controller 1
U adaptor
ek
0 adaptor
ek
Adaptar
vmnek
0 adaptor
ek
0 Adaptor
ek
Adaptar
vmnek
4 Adapkor
ek
Adaptar
ek
0 adapkar
vmnek
U adaptor
ek

57| settings for FA-HYY-4.05.00-F&-build0553- 160407 on WIN-H7 050930070 \;li-
FA-HYV-4.05.00-Fuv-build0553- 160407 «| 4 P |G
% Hardware ~ W Memory

‘o can configure options for assigning and managing memory For this virtual machine,

Specify the amount of memory that this virtual maching will be started with.,

Skartup RAM:

Dynamic Memory

¥ou can manage the amount of memary assigned ta this virtual machine
dynamically within the specified range,

[] Enable Dynamic Memary
Sz

1043576

20fs

Memory weight

Specify how to prioritize the availability of memory For this virtual machine
compared to other virkual machines on this computer,

Lo D High

l@l Specifving a lower setting for this virtual machine might prevent it from
starting when other virtual machings are running and available memory is low,

oK | | Cancel

5. Click OK and then start the machine.

MAC address spoofing

To operate correctly, FortiADC-VM virtual switches require MAC address spoofing. The option is enabled by
default when you create a virtual switch. It is located in the settings for the virtual machine under Hardware. To
view the option, simply expand the virtual switch component and then select Advanced Features.

Important: In order for the HA feature to work correctly, the Hyper-V HA setup also requires that the virtual
switch connecting the heartbeat port also have MAC address spoofing configured.
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=] Settings for FA-HYY-4.05.00-FW-build0553-160407 on WIN-H705D830070 | =1 2 -
Fa-HYW-4,05,00-FW- build0353-160407 V| 4 b |Q
# Hardware -~ Advanced Features -
"L Add Hardware
A BICS Mf\C address
ook from IDE (® Dynamic
B Mernary O Static
2045 ME
D Processor 00 (-[15 |-|5D |-| 10 [-[6& |-| 72
1 Wirtual processaor
= B IDE Controller 0 MAC address spoofing allows virtual machines to change the source MAC
s Hard Drive address in outgoing packets to one that is not assigned to them.
boat,vhd Enable M&C address spoofing
s Hard Drive =
— data.vhd DHCP guard -
5 IDE Cortroller 1 DHCP guard drops DHCP server messages from unauthorized wirtual machines -
E W Adaptor pretending to be DHCP servers,

Vet [] Enable DHCP guard

Advanced Features
__
U Adaptor

wmnet Router guard
0 Adaptar Router guard drops rouker advertisement and redirection messages from
" winnet unauthorized wirtual machines pretending to be routers.,
':' Adaptor [] Enable router advertisement guard
wrnek
w .ﬁ.dapttor Protected network,
wmne
- Move this virkual machine to another cluster node if a network disconnection is
4 Adaptor detected,
et Pratected network
= rotected netwar]
o Adapkor
wmnek
',';' Adapkor Part mirroring
wmnet Part mirroring allows the nebwork braffic of a wirtual machine ko be monitored by
':' adaptor copwing incoming and oukgoing packets and Forwarding the copies ko another
p— wirtal machine configured For monitoring.
W Adaptor " Mirraring rode: |Nnne v | w

| Ok | | Cancel | | Apply

Mapping the virtual NICs (vNICs) to physical NICs

When you import the FortiADC-VM package, the import process creates 8 bridging vNICs and automatically
maps them to a port group on 1 virtual switch (vSwitch) within the hypervisor (the default name of this vSwitch
is vmnet). Each of the interfaces in FortiADC-VM uses one of these vNICs. vSwitches are themselves mapped
to physical ports on the server.
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To Clients VM Network

FortiADC-VM

In most cases, you do not need to change the default mappings of the FortiADC-VM network adapter ports to
the host computer’s physical ports. The default bridging vNIC mappings are appropriate for configurations
where each of the host’s guest virtual machines have their own IP addresses on your network.

You can change the mapping, map other vNICs, or create additional vSwitches, if your VM environment
requires it.

To configure the mappings, in the Hyper-V Manager, go to Actions > Virtual Switch. Manager.

\ LN
- -
If you are unsure of your network mappings, try bridging before you attempt
non-default vNIC modes such as NAT or host-only networks.
—

Trunking with Hyper-V networking

In the Hyper-V Manager GUI you will not find a way to define a trunk on a vNIC attached to a vSwitch. But this
can be done via PowerShell. Your domain account must be given the proper rights, which can be done by
adding it to the Hyper-V Administrators local group, on the Hyper-V server. You must also launch your
PowerShell console in an elevated form, as Admin.

To trunk with Hyper-V networking

1. Delete the default network adapter if the interface uses the same name.

2. Add the ethernet ports

Add-VMNetworkadapter -VMName FortiADC -Name "adapterl"

3. Trunk adapter1 and add the required VLANIDs
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Set-VMNetworkAdaptervlan -VMName FortiADC -VMNetworkAdapterName " adapterl" -Trunk -
AllowedVlanIdList "10, 20, 30" -NativeVlanId 0

Step 3: Start the FortiADC-VM

You can now power on the FortiADC-VM. Select the name of the FortiADC-VM in the list of virtual machines,
right-click, and select Start.

Step 4: Configure access to the web Ul & CLI

Once it is powered on, you must log in to the FortiADC-VM command-line interface (CLI) via the console and
configure basic network settings so that you can connect to the web Ul and/or CLI of the appliance through your
management computer’s network connection.
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To configure basic network settings:

1. In the Hyper-V Manager, under Virtual Machines, right-click the name of the virtual machine and select
Connect to connect to the console.

File Action View Help

e 2@ B[

53 Hyper-¥ Manager
i3 win-H705D930U7D

Virtual Machines

MNarne
,i FaAHY-4.00.00-Fw-build0000-160206
2 FAHYV-4.05.00-Fw buildd013-160217

-

3 FAHYY-4.05.01-Fw-buildd0m 160217
3 FGVMSCFU

3 Fortiveb\/M-5.51-buld0712

<|

Checkpoints

The selected vitual machine has no checkpo

FA-HYV-4.05.00-FW-build0553-160407

Created: 4/7/2016 2.40:48 PM
Yersion: 5.0

Generation: 1

Notes: MNone

Summary |Mano|y | Networking | Replication |

<] n |

| ImportVirtual Machine..

% Hyper-V Settings...
E: Wirtual Switch Manager...

|l Virtual SAN Manager...

A Edit Disk...
5 Inspect Disk...
@ Stop Service
Remove Server
Refresh
Wiew

Help

Connect..,

| Settings...
Start
Checkpoint
Move...
.. Export..
Rename...
Dielete...
Enable Replication..,
Help

File Action View Help

« | 2@ B[

33 Hyper-V Manager
i3 wiN-H705D930U7D
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Virtual Machines

MName -

,i FAHYY-4.00.00-Fw/build0000-160208
3 FAHYY-4.05.00-Fw buildd013-160217

3 FAHYV-4.05.01-Fw buildd00 160217
3 FGVM-BCPU

3 FortinebVM-5.51-buld0712

<]

Checkpoints

The selected vitual machine has no checkpo

FA-HYV-4.05.00-FW-build0553-160407

|5 ImportVirtual Machine...

7 Hyper-V Settings...

&1 Virtual Switch Manager...
. Virtual SAN Manager...

2 Edit Disk...
5L Inspect Disk...
@ Stop Service
Remowve Server
Refresh
Wiew

Help

Connect.,,

Created: 4/7/2016 240:48 PM
Yersion: 5.0

Generation: 1

Notes: Maone

Summaty |qu|y | Metworking | Replication |

<] n |

) Settings..
Start
Checkpoint

Move...

.. Export...
Rename...
Delete...
Enable Replication..,
Help
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The console shows the boot process.
% FA-HYV-4.05.00-FW-build0553-160407 on WIN-H705D930U7D - Virtual Mac...llli-

File Action Media Clipboard View Help

3 D@0 b ibs

early console in decompress_kernel

Decompressing Linux... Parsing ELF... done.
[Booting the kernel.

[System is started.

et data disk sdevssda:-sdevssdal
et log disk sdevs/sdb:/devssdbl

[FortiADC-HYV login:
Status: Running = l‘_'(

2. At the login prompt, type admin and no password to log in.
3. Configure the management interface, static route, and DNS server so you can access the system from a
secure management network. Use the following command syntax:
config system interface
edit portl
set ip <address/mask>
set allowaccess {http https ping snmp ssh telnet}
end
config router static
edit 1
set gateway <gateway address>

end
config system dns
set primary <dns address>
set secondary <dns_ address>
end

where:

<address/mask> is either the |IP address and netmask assigned to the network interface, such as
192.168.1.99/24; the correct IP will vary by your configuration of the vNetwork.
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<gateway address>} is |P address of the next hop router for port1.
<dns_address> is the IP address of a DNS server

You should now be able to connect via the network from your management computer to port1 of FortiADC-
VM using:

a web browser for the web Ul (e.g. If port1 has the IP address 192.168.1.1, go to https://192.168.1.1/).

an SSH client for the CLI (e.g. If port1 hasthe IP address 192.168.1.1, connect to 192.168.1.1 on port
22).

Step 5: Upload the license file

When you purchase a license for FortiADC-VM, Technical Support provides a license file that you can use to
convert the 15-day trial license to a permanent, paid license.

You can upload the license via a web browser connection to the web Ul. No maintenance period scheduling is
required: it will not interrupt traffic, nor cause the appliance to reboot.

To upload the license via the web Ul:

1.

On your management computer, start a web browser.
Your computer must be connected to the same network as the hypervisor.

In your browser’s URL or location field, enter the IP address of port1 of the virtual appliance, such as:
https://192.168.1.99/.

The web Ul login page appears.

Use the username admin and no password to log in.

The system presents a self-signed security certificate, which it presents to clients whenever they initiate an
HTTPS connection to it.

Verify and accept the certificate, and acknowledge any warnings about self-signed certificates.

The web Ul opens to the dashboard.

In the System Information portlet, use the update link and the Browse button to upload the license file

(lic).

After the license has been validated, the System Information widget indicates the following:

License row: The message: Valid: License has been successfully authenticated
with registration servers.

Serial Number row: A number that indicates the maximum number of vCPUs that can be allocated
according to the FortiADC-VM software license, such as FADV0100000028122 (where “V01” indicates a
limit of 1 vCPUs).

If logging is enabled, this log message will also be recorded in the event log:

"VM license has been updated by user admin via GUI(192.0.2.40)"

If the update did not succeed, on FortiADC, verify the following settings:

time zone & time
DNS settings
network interface up/down status
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« network interface |IP address
« static routes

On your computer, use ns1lookup to verify that FortiGuard domain names are resolving (VM license queries
are senttoupdate. fortiguard.net).

C:

\Users\username>nslookup update.fortiguard.net

Server: google-public-dns-a.google.com
Address: 8.8.8.8

No

n-authoritative answer:

Name: fdsl.fortinet.com
Addresses: 209.66.81.150

20
20
Al

9.66.81.151
8.91.112.66
iases: update.fortiguard.net

On FortiADC, use execute pingand execute traceroute to verify that connectivity from FortiADC to
the Internet and FortiGuard is possible. Check the configuration of any NAT or firewall devices that exist
between the FortiADC appliance and the FDN or FDS server override.

Fo
tr

O 00 J o U b W IN

10
11
12
13
14
15
16

rtiADC # exec traceroute update.fortiguard.net

aceroute to update.fortiguard.net (209.66.81.150),

192.0.2.2 0 ms 0 ms 0 ms

32 hops max, 84 byte packets

209.87.254.221 <static-209-87-254-221.storm.ca> 4 ms 2 ms 3 ms
209.87.239.161 <core-2-g0-3.storm.ca> 2 ms 3 ms 3 ms

67.69.228.161 3 ms 4 ms 3 ms

64.230.164.17 <core2-ottawa23 POS13-1-0O.net.bell.ca> 3 ms 5 ms 3 ms
64.230.99.250 <tcored-ottawa23 0-4-2-0O.net.bell.ca> 16 ms 17 ms 15 ms
64.230.79.222 <tcore3-montreal0l pos0-14-0-0O.net.bell.ca> 14 ms 14 ms 15 ms
64.230.187.238 <newcoreZ-newyork83 s06-0-0 0> 63 ms 15 ms 14 ms
64.230.187.42 <bxX5-newyork83 P0OS9-0-0.net.bell.ca> 21 ms 64.230.187.93 <BX5-
NEWYORK83_POSI2—O—O_core.ﬁét.bell.ca> 17 ms 16 ms
67.69.246.78 <Abovenet NY.net.bell.ca> 28 ms 28 ms 28 ms
64.125.21.86 <xe-1-3-0.cr2.lgab.us.above.net> 29 ms 29 ms 30 ms
64.125.27.33 <xe-0-2-0.cr2.ord2.us.above.net> 31 ms 31 ms 33 ms
64.125.25.6 <xe-4-1-0.cr2.sjc2.us.above.net> 82 ms 82 ms 100 ms
64.125.26.202 <xe-1-1-0.er2.sjc2.us.above.net> 80 ms 79 ms 82 ms
209.66.64.93 <209.66.64.93.t01015-01.above.net> 80 ms 80 ms 79 ms
209.66.81.150 <209.66.81.150.available.above.net> 83 ms 82 ms 81 ms

If the first connection had not succeeded, you can either wait up to 30 minutes for the next license query, or

reboot.

execute reboot

If after 4 hours FortiADC still cannot validate its license, a warning message will be printed to the local console.
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What’s next?

At this point, the FortiADC virtual appliance is running, and it has received a license file, but its operating
system is almost entirely unconfigured. See the FortiADC Handbook for information on getting started with
feature configuration.
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Chapter 4: Deploying FortiADC-VM on KVM

You deploy FortiADC-VM on kernel-based virtual machines (KVM) by importing a diskimage. The workflow
combines importing the image and configuring the VM hardware.

Step 1: Import the FortiADC-VM virtual machine and configure its hardware settings ...._.... ... 61
Step 2: Configure access to the web Ul & CLI ... . . . . . . 69
Step 3: Upload the license file . ... .. Iyl
What's NeXt? il 72

vy Before upgrading the image to v5.1.0, increase the size of the boot.qcocw2 to

@2 cs
The size of the boot.qcow2 was less than 2G before v5.1.0. If you deploy an
- ADC after v5.1.0, boot.qcow2 is 2GB by default.

How to resize the boot disk

1. Power off the ADC
2. Goto KVM host machine, navigating to the ADC installation directory.
3. Execute the following command: gemu-img resize boot.gcow2 + 1G

Step 1: Import the FortiADC-VM virtual machine and configure
its hardware settings

Before you begin:

« Extract the contents of the FortiADC-VM image .zip file to a folder that you can access from the Virtual
Machine Manager.

To import the FortiADC-VM virtual machine:

1. Onthe KVM host server, launch Virtual Machine Manager (virt-manager), and then select Create a new
virtual machine.

2. Ensure that Connection is localhost (the default value).
3. Select Import existing disk image.
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New VM

m Create a new virtual machine

Connection: localhost (QEMU/KVM)

Choose how you would like to install the operating system
() Local install media (ISO image or CDROM)

() Network Install (HTTP, FTP, or NFS)

() Network Boot (PXE)

© Import existing disk image

Cancel Back Forward .

4. Click Forward.
5. Click Browse to navigate to boot . gcow?2 and select it.
6. Use the default values for OS Type and Version.

New VM

m Create a new virtual machine

Provide the existing storage path:

" Jroot/fortiadc/boot.qcow?| | Browse..

Choose an operating system type and version

0S type: | Generic v

Version: | Generic -

Cancel | Back Forward _

7. Click Forward.

8. Specify the amount of memory and number of CPUs to allocate to this virtual machine. Ensure the values
do not exceed the maximums for your license.
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New VM

m Create a new virtual machine

Choose Memory and CPU settings
Memory (RAM): | 5837 — + | MB
Up to 16074 MB available on the host
cpus:| 2 - +)

Up to 8 available

Cancel Back Forward

vy
- -
q Fortinet recommends that you use at least 4 GB memory.
—

9. Click Forward.

10. Enter a name for the VM (for example, Fort iADC-VM) and select Customize configuration before
install.
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New VM

m Create a new virtual machine

Ready to begin the installation

‘ Name: | FortiADC-VM

0S: Generic
Install: Import existing OS image
Memory: 5837 MB
CPUs: 2
Storage: 0.6 GB /root/fortiadc/boot.qcow?2

Customize configuration before install

0 Specifying an operating system is required for best performance
- Advanced options

Virtual network 'default’ : NAT

Set a Fixed MAC address
' 52:54:00:58:1a:bb ‘I

Cancel Back Finish

11. Click Finish.
12. Select the virtual disk to display its properties.
13. Under Advanced options, for Disk bus, select Virtio, and for Storage format, select gqcow2.
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FortiADC-VM Virtual Machine

«f Begin Installation € Cancel

! Overview Virtual Disk
{_:_} Processor Source path: /root/fortiadc/boot.qcow?2
== Memory Device type: Disk 1
~% Boot Options Storage size: 596.58 MB
Readonly: [
NIC :58:1a:bb Shareable: ]
=
H I[;iz;ray Default I'Advanced optio{nsl :
c;m Coriala Disk bus: | VirtlO -
I video Default Serial number: |
EF Controller USB 7 >
Storage format: | gcow2 - |

» Performance options
» |0 Tuning

Add Hardware Remove Cancel Apply

14. Click Apply.
15. To add a new virtual storage device, click Add Hardware.
16. Do the following:
« Ensure Storage is selected.
« Select Select managed or other existing storage.
« Click Browse to navigate to data.gcow?2 and select it.
» ForBus type, select VirtlO.
« For Storage format, select gcow2.
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Add New Virtual Hardware

B Storage

& 0 c

=

|
|

I

A *E NN KRS,

T

Network

Input

Graphics

Sound

Serial

Parallel
Console
Channel

USB Host Device
PCl Host Device
Video
Watchdog
Filesystem
Smartcard

USB Redirection
TPM

RNG

. Panic Notifier

17. Click Finish.
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() Create a disk image on the computer's hard drive
| BO |- |+ |GB

734.6 GB available in the default location
Allocate entire disk now @

© Select managed or other existing storage

Browse... | | froot/fortiadc/data.qcow2

Bus type: VirtlO -

Device type: | [ Disk device -

- Advanced options
Cache mode; default -

Storage format: |‘q-:ow2 = |

Cancel Finish
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18. Select the virtual network interface (vNIC) and change its type to virtio.

FortiADC-VM Virtual Machine

«/ Begin Installation € Cancel

B Overview Virtual Network Interface

{3 Processor Network source: | virtyal network 'default’ : NAT ~
&= Memory ; 3 :
%5 Boot Options Device model: | virtio v |

— VirtlO Disk 1 MAC address: 52:54:00:58:1a:bb

| VirtlO Disk 2
L'j Input

Bl Display Default
& Console

Bl Video Default
EF Controller USB

Add Hardware Remove

Cancel

~ Apply

19. Click Apply.
20. To add an additional vNIC, click Add Hardware and then click Network.
21. For device model, select vitrio.
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® Add New Virtual Hardware
W Network

Input Network source: | virtyal network 'default’ : NAT ~
Graphics T ] '
Sound MAC address: | 52:54:00:55:9e:c8 |
< Serial

4 Parallel Device model: ,\virl:io N

<& Console

<6 Channel

~# USB Host Device

| 5% PClHost Device

Video

Watchdog

Filesystem

Smartcard

USB Redirection

TPM

25 RNG

+ Panic Notifier

L

cCeipan

Cancel Finish

22. Click Finish.
23. Use the vNIC creation steps to add two additional virtio vNICs.
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8 FortiADC-VM Virtual Machine

«/ Begin Installation € Cancel

B Overview Virtual Network Interface

L3 Processor Network source: | vijrtyal network 'default’ : NAT ~
&= Memory ; ] :
.5 Boot Options Device model: | virtio - |

— VirtlO Disk 1 MAC address: 52:54:00:58:1a:bb

L_| VirtlO Disk 2
NIC :55:9e:c8
NIC :b7:79:16
NIC :36:20:63

) Input

Bl Display Default
&= Console

Bl Video Default
MF Controller USB

Add Hardware Remove Cancel

24. Click Begin Installation.

Step 2: Configure access to the web Ul & CLI

Apply

Once it is powered on, you must log in to the FortiADC-VM command-line interface (CLI) via the console and
configure basic network settings so that you can connect to the web Ul and/or CLI of the appliance through your

management computer’s network connection.

To configure basic network settings:

1. Onthe KVM host server, launch Virtual Machine Manager (virt-manager).
2. Inthe pane on the left side, select the name of the virtual appliance, such as FortiADC-VM.
3. Click Open. In the window that appears, click the monitor icon.
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4.
5.

@ S @ FortiADC-VM Virtual Machine

File Virtual Machine View Send Key
File Edit View He

|&I

Name

- localhost (QEMU)

] FortiADC-VvM
l |Runnm
—— a

System is started.
get data disk rdevruda:rsdevrsudal
get log disk rdevsvdb:rdevsvdbl

FortiADC-KUM login: admin

Password:

Welcome !

FortiADC-KUHM # config system interface

FortiADC-KUM (interface) # edit portl

FortiADC-KUM (portl) # set ip 192.168.1.50-24

FortiADC-KUM (portl) # end

FortiADC-KUM #

At the login prompt, type admin and no password to log in.

Configure the management interface, static route, and DNS server so you can access the system from a
secure management network. Use the following command syntax:
config system interface
edit portl
set ip <address/mask>
set allowaccess {http https ping snmp ssh telnet}
end
config router static
edit 1
set gateway <gateway address>
end
config system dns
set primary <dns_ address>
set secondary <dns_address>
end

where:

<address/mask> is either the IP address and netmask assigned to the network interface, such as
192.168.1.99/24; the correct IP will vary by your configuration of the vNetwork.

<gateway address>} is|P address of the next hop router for port1.
<dns_address> isthe |P address of a DNS server

You should now be able to connect via the network from your management computer to port1 of FortiADC-
VM using:
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« aweb browser for the web Ul (e.g. If port1 has the IP address 192.168.1.1, go to https://192.168.1.1/).

« an SSH client for the CLI (e.g. If port1 has the IP address 192.168.1.1, connect to 192.168.1.1 on port
22).

Step 3: Upload the license file

When you purchase a license for FortiADC-VM, Technical Support provides a license file that you can use to
convert the 15-day trial license to a permanent, paid license.

You can upload the license via a web browser connection to the web Ul. No maintenance period scheduling is
required: it will not interrupt traffic, nor cause the appliance to reboot.

To upload the license via the web Ul:

1.  On your management computer, start a web browser.
Your computer must be connected to the same network as the hypervisor.

2. Inyour browser's URL or location field, enter the IP address of port1 of the virtual appliance, such as:
https://192.168.1.99/.

The web Ul login page appears.
3. Use the username admin and no password to log in.

The system presents a self-signed security certificate, which it presents to clients whenever they initiate an
HTTPS connection to it.

4. Verify and accept the certificate, and acknowledge any warnings about self-signed certificates.
The web Ul opens to the dashboard.

5. Inthe System Information portlet, use the update link and the Browse button to upload the license file
(.lic).

After the license has been validated, the System Information widget indicates the following:

o Licenserow: The message: Valid: License has been successfully authenticated
with registration servers.

o Serial Number row: A number that indicates the maximum number of vCPUs that can be allocated
according to the FortiADC-VM software license, such as FADV0100000028122 (where “V01” indicates a
limit of 1 vCPUs).

If logging is enabled, this log message will also be recorded in the event log:
"VM license has been updated by user admin via GUI(192.0.2.40)"
If the update did not succeed, on FortiADC, verify the following settings:

o time zone &time

+ DNS settings

« network interface up/down status
« network interface IP address

« staticroutes

On your computer, use ns1ookup to verify that FortiGuard domain names are resolving (VM license queries
are senttoupdate.fortiguard.net).

C:\Users\username>nslookup update.fortiguard.net
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Server: google-public-dns-a.google.com
Address:

8.8

.8.8

Non-authoritative answer:

Name:

Addresses:

fdsl.fortinet.com

209.66.81.150

209.66.81.151
208.91.112.66
Aliases:

update.fortiguard.net

On FortiADC, use execute pingand execute traceroute to verify that connectivity from FortiADC to
the Internet and FortiGuard is possible. Check the configuration of any NAT or firewall devices that exist
between the FortiADC appliance and the FDN or FDS server override.

FortiADC # exec traceroute update.fortiguard.net

traceroute to update.fortiguard.net (209.66.81.150), 32 hops max, 84 byte packets
192.0.2.2 0 ms 0 ms O ms

209.87.254.221 <static-209-87-254-221.storm.ca> 4 ms 2 ms 3 ms

209.87.239.161 <core-2-g0-3.storm.ca> 2 ms 3 ms 3 ms

69.228.161 3 ms 4 ms 3 ms

O 0 J oy U i W N

10
11
12
13
14
15
16

67.
64.
64.
64.
64.
64.

67

64.
64.
64.
64.

20
20

230.
230.
230.
230.
230.

164

.17 <coreZ2-ottawa23 POS13-1-0O.net.bell.ca> 3 ms 5 ms 3 ms

99.250 <tcored4-ottawa23 0-4-2-0.net.bell.ca> 16 ms 17 ms 15 ms
79.222 <tcore3-montrealOl pos0-14-0-0O.net.bell.ca> 14 ms 14 ms 15 ms

187
187

.238 <newcore2-newyork83 so06-0-0_0> 63 ms 15 ms 14 ms
.42 <bxX5-newyork83 POS9-0-0O.net.bell.ca> 21 ms 64.230.187.93 <BX5-

NEWYORK83 POS12-0-0 core.net.bell.ca> 17 ms 16 ms

.69.

125.
125.
125.
125.
9.66.
9.66.

246

27

21.

25.
26.
64.
81.

.78 <Abovenet NY.net.bell.ca> 28 ms 28 ms 28 ms

86 <xe-1-3-0.cr2.lgab.us.above.net> 29 ms 29 ms 30 ms

.33 <xe-0-2-0.cr2.ord2.us.above.net> 31 ms 31 ms 33 ms

6 <xe-4-1-0.cr2.sjc2.us.above.net> 82 ms 82 ms 100 ms

202 <xe-1-1-0.er2.sjc2.us.above.net> 80 ms 79 ms 82 ms

93 <209.66.64.93.t01015-01.above.net> 80 ms 80 ms 79 ms
150 <209.66.81.150.available.above.net> 83 ms 82 ms 81 ms

If the first connection had not succeeded, you can either wait up to 30 minutes for the next license query, or

reboot.

execute reboot

If after 4 hours FortiADC still cannot validate its license, a warning message will be printed to the local console.

What’s next?

At this point, the FortiADC virtual appliance is running, and it has received a license file, but its operating
system is almost entirely unconfigured. See the FortiADC Handbook for information on getting started with
feature configuration.
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Chapter 5: Deploying FortiADC-VM on Citrix Xen

This chapter provides procedures for deploying FortiADC-VM on Citrix Xen. It includes the following

information:
Installation OVerview ... .. .. e 73
Step 1: Deploy the OVF file .. . 75
Step 2: Configure virtual hardware settings ... ... . ... ... 80
Resizing the virtual disk (VDISK) ... 81
Configuring the number of virtual CPUs (VCPUS) .. ... ... ... .. 83
Configuring the virtual RAM (VRAM ) limit 84
Mapping the virtual NICs (VNICs) to physical NICs .. ... ... 85
Step 3: Power on the virtual appliance ... i 88
Step 4: Configure access totheweb Ul & CLI ... . . . . ... 88
Step 5: Upload the license file ... 90
What's NeXt? .. 92

Installation overview

The diagram below overviews the process for installing FortiADC-VM on Citrix XenServer, which is described in

the subsequent text.
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Basic steps for installing FortiADC-VM (Citrix XenServer)

Set up Xen server

Yes

Log in to web Ul using
a web browser and
upload license file

FortiADC-VM unlocked
and fully functional

Continue with
setup in
Administration Guide

Resize boot disk

Install Xen client on
management computer

Deploy
FortiADC-VM file

via Xen client

Do you have
a purchased No
license?

Continue with
setup in
Administration Guide

15-day
trial license

Do you have
Yes a purchased
license?

: Configure the
fi 1
fcf:(\)n?elglijlea%c::re}ss virtual hardware &
power on

Lockout

No

Before you upgrade the image to v5.1.0, increase the size of the boot disk to 2 GB.

The size of the boot disk was less than 2G before v5.1.0. If you deploy an ADC after v5.1.0, boot disk is 2GB by

default.

How to resize the bootdisk for Xen-Server:

1. Power off the ADC

2. Go to Storage > Hard disk 1 > Properties > Size and Location

3. Change the size accordingly. If you are upgrading to 5.1.x, make sure you select a bootdisk size of at least 2

GB.
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Q|5 ADCI on ‘xenserver.ixfpvaca’

[ XenCenter
= [ wenserver-infpvacs
o
13 ADC2
1 ADC3 ]
i ADCa tick VD drive
i DVD drives -
g Local storage Position  Mame Description S| €3 Hard diske 1’ Propesties.
g Remavable storage .
1 Hard disk 2 Lod | [ General
= Custom Fields
i@ Siteand Location
$98 M8, Local storage on x
@ A
Add... Attach Disk... Ay

-

Size and Location

You can increase the size of your disk so more space is svailable far your VM. Reducing the size of your disk is not
supported.

Location: ‘Local storage’

Step 1: Deploy the OVF file

You must first use Citrix XenCenter to convert the open virtualization format (OVF) package to a format that
can be used with Citrix XenServer, and to deploy the fortiadc-vm-xen.ovf template package.

To deploy the virtual appliance:

1. On your management computer, start Citrix XenCenter.

) XenCenter

File View Pool Server VM

Seart,

Q) Back - () Forward - | [F Add New Server New Pool

Storage Templates Tools Help

Q|| xenserver-fortiadc

L )cnserver fortnde]

New Storage

=]

NewM | (@) ShutDown E Reboot ({J) Suspend

Connection

neral Properties

Properties

General
Name: xenserver-fortiadc

Address: 19216819844

Iy mhestructurs
ﬁ Objects

+2, Organization Views

O, saved Searches

4 Notifications

Expand all Collapse all

| @

2,
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'9 Connect to Server -

Enter your username and password to connect to this server.

Server: 1192.168.198.44

User login credentials

User name: root

Password: |

[ Connect J[ Cancel ]

3. Specify the Citrix XenServer server |P address or FQDN, username, and password to log in.
4. GotoFile > Import.

-
€3 XenCenter i
File | View Pool Server VM  Sto

| I"‘P"“-% | [ty Add N
Import Search...
| -
i Import Server List... :,O
4 Export Server List...

Exit
B DVD drives

fg Local storage
&1 Removable storage

An import wizard will appear.

5. Click the Browse button to select the fortiadc-vm-xen.ovf template package, then click Next.
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7.

S S

% Locate the file you want to import 9

Import Source Enter the pathname of an exported VM ar template, an OVF/COVA package or a virtual hard disk

image file or click Browse to find the file you want.

Location

Storage -

Networking Filename: Cjimage.outxenserver\image-xenserver-64\fartiadc-vm-xen.ovf Browse._.
Finish

-1 -
citRIX
l Mext > ] l Cancel
Confirm the XenServer where you want to deploy FortiADC-VM, then click Next.
€3 Import OVF/OVA Package =] @ [=4
Select the location where the imported VM will be placed 9

Import Source Choose the pool or standalone server where you want to place the VM(s). If required, you can also
EULAs specify a Home Server within the selected pool for each imported V.

Storage

Assign imported VM (s) to a home server:

MNetwaorking

. ’ VM Home Server

Security :

: FortiAdc-XenServer BRGNS il 1d -

OS Fixup Settings

Transfer VM Settings

Finish

2 L]
ciTRIX

[ <Previous | [ Net> | [ cancel |

If you have multiple storage repositories, such as if you have an NFS or Windows (CIFS) share, select
where the vDisks will be physically stored, then click Next.
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Import Source Place the virtual disks in the VIMs you are importing onto storage repositories (SRs) in the destination

EULAs pool or standalone senver.

Location

@ Place all imported virtual disks on this target SR:

Networking Local storage on xenserver-fortiadc, 394.6 GB available -

Security (0) Place imported virtual disks onto specified target SRs:

05 Fixup Settings VIV - Virtual Disk Storage Repasitory

Transfer VM Settings

Finish Fortiddc-XenServer - Hard disk 2 (30 GB) Local storage on xenserver-fortiadc, 394.6 GB available
- i 4 B

CiTRIX

| <Previous | | Nest> || Cancel ]

8. Configure how each vNIC (virtual network adapter) in FortiADC-VM will be mapped to each vNetwork on
that XenServer, then click Next.

@ Select network to connect VM e

Import Source Map the virtual network interfaces in the ViVls you are importing to netwaorks in the destination pool or

EULAs standalone server.

Location Virtual netwark interfaces in imported ViMs:

Storage WM - Virtual Metwork Interface Target Network
FortiAdc-XenServer - Network adapter 1 (<autogenerated M, 8 Metwork 0 -

Security FortiAdc-XenServer - Netwark adapter 2 (<autogenerated MAC>) | Netwark O b

OS Fixup Settings FortiAdc-XenServer - Metwork adapter 3 (=autogenerated MAC>) | Network 0 b

Transfer VIV Settings FortiAdc-XenServer - Metwork adapter 4 (<autogenerated MAC=) | Metwork 0 =

Finish

CiTRIX

< Previous | | Next> || Cancel

9. Click Next to skip OS fixup.
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10.

1.

€3 Import OVF/OVA Package (=] =@ ==
Use Operating System Fixup to ensure hypervisor interoperability 9
Import Source Operating System Fixup creates a basic level of interoperability for OVF packages and diskimages

that ariginated on non-XenServer platforms, for example, an OVF Package created from a ViMware

EULAs

S environment. It attempts to repair problems with imported Wivs that might prevent the operating
Location system of the VM from booting.

Storage

Operating System Fixup is supplied as a bootable IS0 image which is attached to the DVD drive of
Metwarking the imported VM and which performs necessary repairs to the WM when it is first started.

Security

' : @ Don't use Operating System Fixup
05 Fixup Settings

- Select this option if the ViVis being imported were created on XenServer.
Transfer VM Settings

Finish () Use Operating System Fixup
Select this option if the VIMs being imported were created on a hypervisor other than XenServer.

[Choose an ISO SR]

CiTRIX

[ <Previous | [ Newt> || cancel |

Configure temporary network settings that XenServer can use to download FortiADC-VM, then click Next.

€3 Import OVF/OVA Package =] @ [=4
Configure networking options for the Transfer VM 9
Import Source Select the network on which the temporary VM (Transfer VIVI) used to perform the import operation
ELII As will run.
CULAS
Location
Metwork: | Network 1 (management) e
Storage
MNetwaorking

MNetwork Settings

Security

@ Automatically obtain network settings using DHCP
OS Fixup Settings

Transfer VM Settings

(0) Use these network settings:

IP address:
Finish
Subnet mask:
Gateway:
-3 L]
CiTRIX

I < F're'vious] [ Mext = l I Cancel

Click Finish to send the FortiADC-VM image and its VM settings to XenServer.
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€3 Import OVF/OVA Package

Wt% Review the import settings

Import Source

(=)o =
o

All the necessary information has been collected and the wizard is ready to import using the settings

shown below.

Location Please review these settings and click Previous if you need to go back and make any changes,
Chomaei otherwise click Finish to import and close this wizard. Import may take several minutes.
Metwarking
0 ; Package name: fortiadc-vm-xen =
Security
o . Verify manifest content: MNo
OS Fixup Settings
- Verify digital signature: Mo
Transfer VIV Settings | 3
— Use OS Fixup: Mo |3
Target: xenserver-fartiadc
Storage: Local storage on xenserver-fortiadc
Local storage on xenserver-fortiadc
Network: Network 0
MNetwork 0 =
-1 -
CiTRIX

| <Previous | | Finish | [ Cancel |

When complete, the deployment appears in the list of deployed VMs for that XenServer, in the pane on the left

side of XenCenter.

A

Do not power on the virtual appliance until you have completed the following
steps:

« Resize the virtual disk (VMDK).

o Set the number of vCPUs.

« Set the VRAM on the virtual appliance.

« Map the virtual network adapter(s).

These settings must be configured in the VM environment, not the FortiADC
Os.

Step 2: Configure virtual hardware settings

After installing the FortiADC-VM image and before powering on the virtual appliance, log into Citrix XenServer
and configure the virtual appliance hardware settings to suit the size of your deployment.

Virtual hardware settings on page 81 summarizes the defaults that are set in the default image and provides
rough guidelines to help you understand whether you need to upgrade the hardware before you power on the
virtual appliance. For more precise guidance on sizing, contact your sales representative or Fortinet Technical

Support.
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Virtual hardware settings

Component Default Guidelines

Hard drive 32 GB 32 GB is insufficient for most deployments.
You must upgrade the hard drive before you
power on the appliance.

After you power on the appliance, you must
reformat the FortiADC OS log disk with the
following command:

execute formatlogdisk
You need to upload a license file before using this
command.

CPU 1CPU 1 CPU is appropriate for a VMO01 license. Upgrade
to 2, 4, 8, 16, 32 CPU for VM02, VM04, and
VM08, VM 16, VM32 licenses, respectively.

RAM 4GB 4 GB is the minimum.

4 GB is recommended.
Network Bridging vNICs are mapped Change the mapping as required for your VM
interfaces to a port group on one virtual  environment and network.

switch (vSwitch).

In versions below 5.2, 3
VvNICs are mapped; in
version 5.2 and later, 7
VNICs are mapped.

Resizing the virtual disk (vDisk)

If you configure the virtual appliance’s storage repository to be internal (i.e. local, on its own vDisk), resize the
vDisk before powering on.

vy
b >
This step is not applicable if the virtual appliance will use external network file system
(such as NFS) datastores.

The FortiADC-VM package that you downloaded includes pre-sized VMDK (Virtual Machine Disk Format) files.
However, they are only 32 GB, which is not large enough for most deployments. Resize the vDisk before
powering on the virtual machine.

Before doing so, make sure that you understand the effects of your vDisk settings.

For example, if you have an 800 GB data store which has been formatted with 1 MB block size, you cannot size
a single vDisk greater than 256 GB on your FortiADC-VM.

Consider also that, depending on the size of your network, you might require more or less storage.
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To resize the vDisk:

1.
2.

Log into Citrix XenCenter server.

In the pane on the left side, select the name of the FortiADC-VM instance on that server. The pane on the
right side will change to show the settings for this specific virtual machine.

©) XenCenter (== )
File View Pool Server VM Storage Templates Tools Help
@ Back « () Forvard - | [ Add New Server NewPool T Newstorage T NewvM | (@) stant (3 Reboor ([} Suspend
Saa.r:h Q |—E FortiAdc-XenServer on ‘xenserver-fortiadc' Logeed inss: Local oot scoownt ‘
& i ZenComer General | Memon] Storage [Networking | Console | Performance | Snapshots | Search
= @ xenserver-fortiade

DVD drives 3 ?
Localstomige Click here to create a DVD drive
£ Removable storage - — - -
XenServer Transfer VM 6.5.0 Position Name Description SR Size Read Only Priority Active Device Path
Hard disk 1 Local storage on xenserver-fortiadc 598 MB  No 0 (Lowest) No Jdevfrvda
1 Hard disk 2 Local storage on xenserver-fortiadc 30GB No 0 (Lowest) No fdev/rvdb
< i v
[y miestrucue ‘
{f Objects
Attach Disk... | | [ Activate Move.. ||| Properties ]| Delete ][ Detach
L, Organization Views o
Q Saved Searches .
A notifications [3:]

3.

In the pane on the right side, click the Storage tab, then click the Properties button.
4. Adjust the maximum size of the vDisk, then click OK.
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€3 'Hard disk 1' Properties

5 General
Hard disk 1

= Custom Fields
=

£ Size and Location

You can increase the size of your disk so more space is available for your VM. Reducing the size of your disk s
not supported.

<MNone>

= Size and Location

598 MB, Local storage on... Bized 05845 G8

Fortiddc-XenServer

Device 0, (Read / Write)

Location: 'Local storage'

[ oK J[ Cancel ]

5. If you have resized logdisk (not bootdisk), after rebooting FortiADC and uploading a license file you should
execute the following command: execute formatlogdisk. Executing this command will clear all
statistics and logs etc.

Configuring the number of virtual CPUs (vCPUs)

By default, the virtual appliance is configured to use 1 vCPU. Depending on the FortiADC-VM license that you
purchased, you can allocate up to 1, 2, 4, 8, 16 or 32 vCPUs.

To change the number of vCPUs:

1. Log into Citrix XenCenter server.
2. Inthe pane on the left side, select the name of the FortiADC-VM instance.

The pane on the right side will change to show the settings for this specific virtual machine.
3. Inthe pane on the right side, click Properties.

The virtual appliance’s properties dialog appears.

4. In Number of VCPUs, type the maximum number of vCPUs to allocate. Valid values range from 1 to 8.
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© Xenconter =
Fle View Pool Server VM Storage Templates Tools Help

@ Back + () Forward - | [ Add New Server NewPool T Newstorage B Newvm | (@) start () Reboot ([} Suspend
Search... O, ’—@ FortiAdc-XenServer on "xenserver-fortiadc®

Bl { KenConter General e [ e e Sl e et
& [ rensenver-fortiade
[rY Fortiadc-Xensenver] VM General Properties

[@ Fortiddc-XenServer

Logsged in as: Local root aceount |

DVD drives Expand ol Collapse all
Local storage
(~)
€) FortiAde XenServer Properties | ©
g General ’
FortiAdc-XenServer
Custom Fields The number of vCPUs available to your VM and their topology can be adjusted, as well as the priority to assign

m

<None> to them over other vCPUs.

cPU
2vCPUG) Number of vePUs: 2 =

Boot Options —
pology: 2 sockets with 1 core per sacket -
Boct order: Hard Disk, DV. B2

Start Options
HAis not available on sta wCPU priority for this virtual machine:
Alerts
None defined [ ' ‘ Narmal Highest | @
Home Server
None defined
GPU
Not available

i &> & e

%, Advanced Options
Optimize for general use

» 0= & D]

5. Click OK.

Configuring the virtual RAM (VRAM) limit

FortiADC-VM comes pre-configured to use 4 GB of vRAM. You can change this value.

vy
- -
q We recommend at least 4 GB RAM.
—

To change the amount of vVRAM
1. Log into the Citrix XenServer.

2. Inthe pane on the left side, double-click the name of the XenServer. This will open an authentication
dialog.

3. Inthe pane on the left side, select the name of the FortiADC-VM instance on that server.
The pane on the right side will change to show the settings for this specific virtual machine.

4. Inthe pane on the right side, click the Memory tab, then click Edit.
The virtual appliance’s memory settings dialog appears.
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5. Adjust the maximum amount in gigabytes (GB) of the vRAM to allocate, then click OK.

To e =rErsl
file View Pool Serer VM Storage Templates Tools Help
) Back - Q) Forwerd [ Add New Server New Pool T New Storage ] NewvM | (@) Start (3 Reboot ([ Suspend
Searcti.., Q.|| FortiAdc-XenServer on “xenserver-fortiadc’ Logzed inas: Local root accomnt

General | Memory | Storage | Networking | Consaole | Perfformance | Snapshots | Search

[@ FortiAdc-XenServer

© Memory Settings -]
Set a fixed memary for this VM, or set a memory range and allow the VM's memory
allocation to be adjusted automatically.
@ Setafixed memoryof |  4096/] MB

! J C 209

<P m i
‘ﬁ Infrastructure i 4096%

-
Objects
P Obi £ A memory range cannot be st for this VM.
£, Organization Views o
O, saved searches -
A notsications €

Mapping the virtual NICs (vNICs) to physical NICs

Appropriate mappings of the FortiADC-VM network adapter ports to the host computer physical ports depends
on your existing virtual environment.

Often, the default bridging vNICs work, and don’t need to be changed.

‘\ ! l' If you are unsure of your network mappings, try bridging first before non-default vNIC
modes such as NAT or host-only networks. The default bridging vNIC mappings are
9 appropriate where each of the host’s guest virtual machines should have their own IP
- addresses on your network.

The most common exceptions to this rule are for VLANs and the transparent modes.

When you deploy the FortiADC-VM package, 10 bridging vNICs are created and automatically mapped to a
port group on 1 virtual switch (vSwitch) within the hypervisor. Each of those vNICs can be used by one of the 10
network interfaces in FortiADC-VM. (Alternatively, if you prefer, some or all of the network interfaces may be
configured to use the same vNIC.) vSwitches are themselves mapped to physical ports on the server.

You can change the mapping, or map other vNICs, if either your VM environment requires it.

The following table provides an example of how vNICs could be mapped to the physical network ports on a
server.
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To Clients VM _HETWD v

To Mgmt.

Example: Network mapping

Citrix XenServer

Physical Network Network Mapping Virtual Network Adapter for
Adapter (vSwitch Port Group) FortiADC-VM
eth0 Network 0 Management
eth1 Network 1 External
Network 2 Internal

To map network adapters:

1. Log into the Citrix XenServer.
2. Inthe pane on the right side, click the Networking tab.
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Network Interface Name
in Web UI/CLI

port1
port2
port3
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€3 XenCenter

File View Pool Sever WM

) Back + () Forvad - | [ Add New Server
et

Storage Templates Tools Help

NewPool T3 New Storage E] New VM

@ Start

(E=3 B0l 5

3 Reboot k) Suspend

Q |ﬁ FortiAdc-XenServer on "xenserver-fortiadc'

=1 o HenCenter
= [ xenserver-fortiade

[B FortiAdc-XenServer

(7Y Fortiadcenserver

E=) DVD drives

=

Local storage

£ Removable storage
XenServer Transfer VIV 6.5.0

il ¥

<
‘ﬁ Infrastructure ‘

Logeed inss: Local root ascount ‘

eneral | Memory | Storage | Networking

Virtual Network Interfaces

G

Console | Performance | Snapshots | Search

ﬁ Objects

2, Organization Views -
O, saved Searches =

‘ Notificatians €E)

[AddInterface... | [_Properties | [

Remove

Activate

Networks

| Device ~ MAC Limit  Network [P Address Active
12,0 a2:3fecdb08he Netwerk0  Unknown Ne
F-%1 3e84:8c4chiba Network0  Unknown Mo
A2 92:a8:0:57:61:42 Network0  Unknown No
a3 ba:Bb:26:05:8c:61 Network0  Unknown Ne

A a da4lbbredcd8c Network0  Unknown Mo
A5 45:7405:9Fc67a Network0  Unknown Mo
s 22:60:43:13:0e:a4 Networkd  Unknown

3. Click the name of a virtual network adapter to display its settings.

4. From the Network drop-down list, select the virtual network mapping for the virtual network adapter.

The correct mapping varies by your virtual environment’s network configuration. In the example illustration

below, the vNIC is mapped to the virtual network (vNetwork) named Network 0.

é.‘ﬂm.lal Interface Properties -
Select your network and MAC address for this virtual
interface. You can also optionally define a QoS limit.
Network: | Network 0 -
MAC address:
() Auto-generate a MAC address
@ Use this MAC address: 7e:09:81:60:c6:50
QoS settings:
[T] Enable a QoS limit of: Kbytes/s
[ oK 1 l Cancel

5. Click OK.
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Step 3: Power on the virtual appliance

After the virtual appliance software has been deployed and its virtual hardware configured, you can power on
the virtual appliance.

Before you begin:
« You must have mapped the virtual network adapters.
« You must have resized the disk (VMDK), CPUs, and RAM, if necessary.

These settings must be configured in virtual machine environment.

To power on FortiADC-VM:

1. Log into the Citrix XenServer.

2. Inthe pane on the left side, click the name of the virtual appliance, such as FortiADC-VM.
3. Click Start.

€9 XenCenter = re ==
Fle View Pool Sever VM Storage Templates Tools Help

@ Back - () Forward - | [i# Add New Senver | BT New Pool T8 New Storage 1] New M |@sm| Reboot ({JJ) Suspend

Seasch.. Q|[@ FortiAdc-XenServer on xenserver-fortiadc'

Logged inas: Local root ascount ‘
£l { TenCenter General | Memory | Storage | Networking | Console | Performance | Snapshots | Search
= D xenserver-fortiade
[F Adc-¥enSene VM General Properties
[ T—
DYD derves Expandall Collapse all
& Local storage
£ Removable storage G .
eneral | @
XenServer Transfer VI 6.5.0 -
Marne: FortiAdc-XenServer
Description: Imported from an OVE/OVA package.
Tags <None>
Folder: <None>
Operating System Unknown
BIOS strings copied Mo
vApp: fortiadc-vm-xen
yuI: bB27e59¢-aec9-942-6d93-a295439cbd5a
Boot Options | (v
[ F—— v =
CPUs e
‘ﬁ Infrastructure
W Objects
L, Organization Views -
O, saved Searches -
4 Notifications )

Step 4: Configure access to the web Ul & CLI

Once it is powered on, you must log in to the FortiADC-VM command-line interface (CLI) via the console and

configure basic network settings so that you can connect to the web Ul and/or CLI of the appliance through your
management computer’s network connection.
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To configure basic network settings:

1. Log into Citrix XenCenter server.
2. Inthe left pane, select the name of the virtual appliance.
3. Inthe right pane, click the Console tab to open the console.

General | Memory | Storage | Netwarking | Console | Berformance | Snapshots | Search
= @ xenserver-fortiade L | |

[ FortiAdc XenServer

FortiAd
1 DVD drives
&9 Local storage
£ Removable storage

I8 XenServer Transfer

ear1y console in decompress_kermel

Ipecompressing Linux... Parsing ELF...
[Booting the kernel.

i s [sustem is started.

0
Iy mrestcure et data disk sdewsxuda:sdevsxudal
jyet log disk -sdevsxudb:sdevsxudbl

i"i Objects
2, Organization Views - FortinDC_XENSERVER logi
'L)‘Savad Searches =

B Notifications

€3 XenCenter [ |
Fle View Pool Sever VM Storage Templates Tools Help

Q) Back + ) Forward [ Add New Server | Xl NewPool B New storage T Newvm | (@) Shut Down () Reboot () Suspend

Search. Q||@ FortiAde-XenServer on 'xenserver-fortiadc' Logeed inss: Local rost sccout
5 {0 KenCeuter

Click here to create a DVD drive

Send Crl+Alt+Del (Ctrl +Alt+Insert) Scale ;I', Undock (Alt+Shift+U) ‘

Fullscreen (Ctrl+Enter)

4. Atthe login prompt, type admin and no password to log in.

5. Configure the management interface, static route, and DNS server so you can access the system from a

secure management network. Use the following command syntax:
config system interface
edit portl
set ip <address/mask>
set allowaccess {http https ping snmp ssh telnet}
end
config router static
edit 1
set gateway <gateway address>
end
config system dns
set primary <dns_ address>
set secondary <dns_address>
end

where:

e« <address/mask> is either the IP address and netmask assigned to the network interface, such as

192.168.1.99/24; the correct IP will vary by your configuration of the vNetwork.
e <gateway address>} is|P address of the next hop router for port1.
e <dns_address> isthe IP address of a DNS server

You should now be able to connect via the network from your management computer to port1 of FortiADC-

VM using:
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« aweb browser for the web Ul (e.g. If port1 has the IP address 192.168.1.1, go to https://192.168.1.1/).

« an SSH client for the CLI (e.g. If port1 has the IP address 192.168.1.1, connect to 192.168.1.1 on port
22).

Step 5: Upload the license file

When you purchase a license for FortiADC-VM, Technical Support provides a license file that you can use to
convert the 15-day trial license to a permanent, paid license.

You can upload the license via a web browser connection to the web Ul. No maintenance period scheduling is
required: it will not interrupt traffic, nor cause the appliance to reboot.

To upload the license via the web Ul:

1.  On your management computer, start a web browser.
Your computer must be connected to the same network as the hypervisor.

2. Inyour browser's URL or location field, enter the IP address of port1 of the virtual appliance, such as:
https://192.168.1.99/.

The web Ul login page appears.
3. Use the username admin and no password to log in.

The system presents a self-signed security certificate, which it presents to clients whenever they initiate an
HTTPS connection to it.

4. Verify and accept the certificate, and acknowledge any warnings about self-signed certificates.
The web Ul opens to the dashboard.

5. Inthe System Information portlet, use the update link and the Browse button to upload the license file

(.lic).

After the license has been validated, the System Information widget indicates the following:
o Licenserow: The message: Valid: License has been successfully authenticated
with registration servers.

o Serial Number row: A number that indicates the maximum number of vCPUs that can be allocated
according to the FortiADC-VM software license, such as FADV0100000028122 (where “V01” indicates a
limit of 1 vCPUs).

If logging is enabled, this log message will also be recorded in the event log:
"VM license has been updated by user admin via GUI(192.0.2.40)"
If the update did not succeed, on FortiADC, verify the following settings:

« time zone &time

o DNS settings

« network interface up/down status
« network interface IP address

« staticroutes

On your computer, use ns1lookup to verify that FortiGuard domain names are resolving (VM license queries
are senttoupdate.fortiguard.net).
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C:\Users\username>nslookup update.fortiguard.net

Server: google-public-dns-a.google.com

Address: 8.8.8.8

Non-authoritative answer:

Name: fds1.fortinet.com

Addresses: 209.66.81.150

209.66.81.151

208.91.112.66

Aliases: update.fortiguard.net

On FortiADC, use execute pingand execute traceroute to verify that connectivity from FortiADC to
the Internet and FortiGuard is possible. Check the configuration of any NAT or firewall devices that exist
between the FortiADC appliance and the FDN or FDS server override.

FortiADC # exec traceroute update.fortiguard.net

traceroute to update.fortiguard.net (209.66.81.150), 32 hops max, 84 byte packets

1

2

8

9

10

11

12

13

14

15

16

192.0.2.2 0 ms 0 ms 0O ms

209.87.254.221 <static-209-87-254-221.storm.ca> 4 ms 2 ms 3 msS

209.87.239.161 <core-2-g0-3.storm.ca> 2 ms 3 ms 3 ms

67.69.228.161 3 ms 4 ms 3 ms

64.230.164.17 <coreZ-ottawa23 POS13-1-0O.net.bell.ca> 3 ms 5 ms 3 ms

64.230.99.250 <tcored-ottawa23 0-4-2-0.net.bell.ca> 16 ms 17 ms 15 ms

64.230.79.222 <tcore3-montreal0l pos0-14-0-0O.net.bell.ca> 14 ms 14 ms 15 ms

64.230.187.238 <newcoreZ-newyork83 so06-0-0_0> 63 ms 15 ms 14 ms

64.230.187.42 <bxX5-newyork83 POS9-0-0.net.bell.ca> 21 ms 64.230.187.93 <BX5-
NEWYORK83 P0OS12-0-0 core.net.bell.ca> 17 ms 16 ms

67.69.246

64.125.

64.125.

64.125.

64.125.

209.66.

209.66.

21.

27.

25.

26.

64.

81.

.78 <Abovenet NY.net.bell.ca> 28 ms 28 ms 28 ms

86 <xe-1-3-0.cr2.lga5.us.above.net> 29 ms 29 ms 30 ms
33 <xe-0-2-0.cr2.ord2.us.above.net> 31 ms 31 ms 33 ms

6 <xe-4-1-0.cr2.sjc2.us.above.net> 82 ms 82 ms 100 ms
202 <xe-1-1-0.er2.sjc2.us.above.net> 80 ms 79 ms 82 ms
93 <209.66.64.93.t01015-01.above.net> 80 ms 80 ms 79 ms

150 <209.66.81.150.available.above.net> 83 ms 82 ms 81 ms
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If the first connection had not succeeded, you can either wait up to 30 minutes for the next license query, or
reboot.

execute reboot

If after 4 hours FortiADC still cannot validate its license, a warning message will be printed to the local console.

What’s next?

At this point, the FortiADC virtual appliance is running, and it has received a license file, but its operating
system is almost entirely unconfigured. See the FortiADC Handbook for information on getting started with

feature configuration.
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Chapter 6: Deploying FortiADC-VM on Xen Project

This chapter provides procedures for FortiADC-VM on Xen Project. It includes the following information:

Installation overview ... L 93
Step 1: Bridge to one of the Xen server physical network interfaces ........._.... ... ..._.......... 94
Step 2: Create the VM instance logical volume ... ... ... ... 95
Step 3: Deploy the VM image file ... .. 96

Deploying via Virtual Machine Manager . ... ... 96

Deploying via domO command line ... ... ... .. 103
Step 4: Configure access tothe web Ul & CLI ... . .. ... 107
Step 5: Upload the license file ... .. il 108
What's NeXt? L. e 110

vy Before upgrading the image to v5.1.0, increase the size of the bootdisk.img to

“#2° cs
The size of the bootdisk.img was less than 2G before v5.1.0. If you deploy an
- ADC after v5.1.0, bootdisk.img is 2GB by default.

How to resize the boot disk

1. Power off the ADC
2. Goto KVM host machine, entering the ADC installation directory.
3. Execute the following command: gemu-img resize bootdisk.img +1G

Installation overview

FortiADC-VM is deployed as a fully virtualized domU virtual machine.

To deploy FortiADC-VM on a open source Xen Project hypervisor/XAPI cloud, you can use either the dom0
virtual machine’s:

« command line or
o desktop environment, such as GNOME or KDE

Once FortiADC-VM is deployed, however, either your Xen server itself or your management computer must
have a desktop environment.
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sudo xm console <domain int>usinganaliasto /dev/pty does not succeed. Instead, VNC is
required to connect to FortiADC-VM'’s virtual local console.

Step 1: Bridge to one of the Xen server physical network
interfaces

If you have not yet installed the network bridge utilities required by Xen in order to bridge the virtual machine
VNICs to the hypervisor network connection, you must do that by installing the bridge network utilities and then
editing the network interface configuration.

sudo apt-get install bridge-utils
sudo nano /etc/network/interfaces

When editing the network interface configuration, usually you should bind the bridge (in the vi f examples, the
bridge is xenbr0) to one of your network interfaces (e.g. eth0)in /etc/network/interfaces.
Depending on the number of physical interfaces on the server and how you will map them to vNetworks, you
may need to create multiple bridges.

The following table provides an example of how vNICs could be mapped to the physical network ports on a
server with two physical NICs.

FortiADC-VM

ethO

xenbr0
To Mgmt.
Example: Network mapping for reverse proxy mode
Xen Project FortiADC-VM
Physical Network Mapping Virtual Network Adapter Network Interface Name
Network Adapter (vSwitch Port Group) for FortiADC-VM in Web UI/CLI
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Xen Project FortiADC-VM

eth0 xenbr0 Management port1
eth1 xenbr1 External port2
xenbr2 Internal port3

Below is a configuration example assuming the server has only one physical NIC, eth0:

auto lo
iface lo inet loopback

auto ethO
iface ethO inet manual

auto xenbr0

iface xenbr0 inet static
address 192.0.2.10
netmask 255.255.255.0
gateway 192.0.2.1

Step 2: Create the VM instance logical volume

You must create the logical volume that FortiADC-VM will use to store its vDisks. In this case, the logical
volume is on the Xen server’s local disk, but usually it is preferable to store it on an NFS or CIFS share.

To create a local logical volume:

1. Connect to the command line in dom0 on the Xen server where you will deploy FortiADC-VM (for example,
via an SSH client such as PuTTY).

2. Find the name of your dom0 logical volume group. (Volume group is highlighted below in bold).
xenuser@LabXen:~$ sudo pvs
[sudo] password for xenuser:
PV VG Fmt Attr PSize PFree
/dev/sda5 LabXen-vg lvm2 a- 698.39g 673.45g

3. Create alogical volume. In this case, the logical volume is on the Xen server's local disk, but you could
store it on an NFS or CIFS share.
sudo lvcreate -L 100G -n fortiadc-vm /dev/LabXen-vg

where you would replace:

e« 100G — The amount of disk space to allocate to FortiADC-VM’s vDisk in gigabytes.

o fortiadc-vm— The name of your virtual machine, as it appears in Virtual Machine Manager or when
you use the xm command to create the virtual machine.

¢ LabXen-vg— The name of your dom0 volume group according to the output of the sudo pvs
command.
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Step 3: Deploy the VM image file

This section describes two options for deploying the VM image file:

« Deploying via Virtual Machine Manager
¢ Deploying via dom0O command line

Deploying via Virtual Machine Manager

If you have not yet installed a graphical centralized management tool for Xen on your management computer,
begin by installing it. Multiple clients exist for managing Xen Project servers. In these instructions, we use
Virtual Machine Manager.

On Debian-related Linux distributions, to install Virtual Machine Manager, open a terminal and enter:

sudo apt-get install virt-manager

On Red Hat-related Linux distributions, the command is :

sudo yum virt-manager

This centralized manager includes a Xen client for connecting to a remote Xen Project hypervisor to deploy
FortiADC-VM. It also includes a built-in VNC client that you will need later in order to connect to FortiADC-VM’s
local console and configure its network connection. When the download and installation is complete, if you are
not already logged into your desktop environment (GNOME, KDE, xfce, etc.), start X Windows and log in.

To enable Virtual Machine Manager to connect to your Xen server, you must also modify the server’s
configuration file (usually /etc/xen/xend-config. sxp). Un-comment these lines (remove the hash ( # )
from the beginning) and change ‘no’ to ‘yes’:

(xend-unix-server yes)
(xend-unix-path /var/lib/xend/xend-socket)

To deploy the VM image using Virtual Machine Manager:

1. On your management computer, open a terminal application and enter the command to extract the
package to a folder, then start Virtual Machine Manager:
unzip FAD XENOPEN-v400-build0547-FORTINET.out.xenopensource.zip
sudo virtu-manager

The application will open in your desktop environment, so its appearance might vary slightly.
2. Goto File > Add Connection and connect to the Xen server where you will deploy the VM.
3. Click the New icon to open the wizard for a new virtual machine.
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Virtual Machine Manager
File Edit View Help

Create a new virtual machine 4 CPUusage

= localhost (xen)

4. Select Import existing disk image, select Virt Type xen (fullvirt), and then click Forward.
New VM

m Create a new virtual machine

Connection: localhost (xen)

Choose how you would like to install the operating system

) Local install media (IS0 image or CDROM)
) Network Install (HTTP, FTP, or NFS)
() Network Boot (PXE)
© Import existing disk image
~ Architecture options

Virt Type: | xen (Fullvirt) -

Firmware: | Default -

Cancel Back Forward

5. Click Browse and locate the bootdisk. img file. In OS type, select Linux, then in Version, expand the
list to show all distributions, then select Generic 2.6.x kernel, and click Forward.
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New VM

m Create a new virtual machine

Provide the existing storage path:

( ,"homeffortiadclbootdisk.imgI | [ Browse...

Choose an operating system type and version

OS5 type: | Linux hd
Version: | Generic 2.6.x kernel -
Cancel Back Forward

6. Adjust the vVRAM and vCPU settings to be appropriate for your deployment. Fortinet recommends a
minimum of 4096 MB vRAM and 1 vCPU. Valid vCPU values range from 1 to 32, depending on your

FortiADC-VM license. Click Forward.
? New VM

m Create a new virtual machine

Choose Memory and CPU settings
Memory (RAM): | 4096 — + | MB
Up to 32640 MB available on the host
crus: [ 2 - +)
Up to 4 available

Cancel Back Forward

7. In Name, type a unique descriptive name for this instance of FortiADC-VM as it will appear in Virtual
Machine Manager’s inventory, such as FortiADC-VM. If you will deploy multiple instances of this file,
consider a naming scheme that will make each VM’s purpose or IP address easy to remember. (This name
will not be used as the host name, nor will it appear within the FortiADC-VM web Ul.) Mark the Customize
configuration before install check box. Also click to expand Advanced options, then click the drop-

FortiADC 5.3.0 VM Installation 98
Fortinet Technologies Inc.



Chapter 6: Deploying FortiADC-VM on Xen Project

down menu to change NAT to Specify shared device name and in Bridge name, enter the name of the
Xen bridge (e.g. xenbr0). Virt Type should be xen (fullvirt). Click Finish.

New VM

m Create a new virtual machine

Ready to begin the installation

Name: | FortiaADC-VM

0S: Generic 2.6.x kernel
Install: Import existing OS image
Memory: 4096 MB
CPUs: 2
Storage: 0.6 GB /home/fortiadc/bootdisk.img

Customize configuration before install

~ Advanced options

Host device ethO (Bridge 'xenbr0') =

Set a fixed MAC address

[ 00:16:3e:cd:59:3F

Cancel Back Finish

A new dialog will appear where you can add the other vDisk and vNICs.

8. Inthe menu on the left, select the virtual disk. In Advanced options, configure boot . disk to be a virtual

disk (VMDK). Then click the Add Hardware button virtual disk (VMDK). Then click the Add Hardware
button and add the logdisk.img file also as a VMDK.
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f

1=

he
|55

e

4 [l

>

Overview
Performance
Processor
Memory
Boot Options
Xen Disk 1
NIC:e7:95:7F
NIC :e7:6F:8b
NIC :94:23:ed
NIC :cd:59:3F
Mouse

Input
Display VNC
Serial 1

Il video Cirrus

ne W

g - = =
™ Add New Virtual Hardware
Networ!

& Input () Create a disk image on the computer's hard drive
M Graphics r )
| go| — |+ |GB

® Sound
< serial 34.2 GB available in the default location
<4 Parallel Allocate entire disk now €
= Console © select managed or other existing storage
<& channel : .
%, USB Host Device Browse... | /home/Fortiadeflogdisk.img i
- PClHost Device
M video Bus type: Xen |-
B watchdog
@ Filesystem Device type: | £} Disk device A
& Smarktcard '
@ usBRedirection ~ Advanced options
8 tem Cache mode: default v
& RNG - '_

Panic Notifier Storage Format: | vmdk >l

Add Hardware

Cancel Finish

| Remove | Cancel Apply

9. Inthe menu on the left, click Add Hardware and add another virtual network adapter that is bound to the
bridge.
Repeat this step again until you have 4 vNICs, then click Apply.
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Q{f’ Begin Installation B9 Cancel
® Add New Virtual Hardware

B overview
- ~| sStorage
{:} Processor | = Network
== Memory = -
g | U Network source: ; G !
G : Host device eth0 (Bridge "xenbr0') ~
i Boot Optiol gy Graphics ! !
=1 Disk 1 ( 1
— : & Sound MAC address: | 00:16:3e:e7:95:7F [
| XenDisk 1-‘ =&l serial £ .
NIC:cd:59:3 =@ Parallel Device model: | Hypervisor default ~ |
() mnput 4| console : -
Bl Display Defi 4| Channel
a - USB Host Device
=5 Console g
W i | |2 PClHost Device
Bl \/ideo Defal M Video
B watchdog
[ Filesystem
& Smarkcard
@ uUsBRedirection
&g Tem
& RNG
78 Panic Notifier
Cancel Finish
Add Hardware | Remove Cancel Apply

10. Click Begin Installation to send the FortiADC-VM image and its VM settings to the Xen server.
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FortiADC-VM Virtual Machine

Q{f’ BeginInstallation @ Cancel

I overview Virtual Disk

ﬁ Brocessor Source path: /home/fortiadc/bootdisk.img
Device type: Disk 1

Storage size: 596.58 MB

== Memory
j\f{rP Book Options =

. Readonly:
& XenDisk 1 . ___
=

_'| s Shareable:

NIC :e7:95:7F ~ Advanced options
NIC :e7:6F:8b Disk bus: | Xen - |
NIC:94:23:ed Serial number: | |
NIC :cd:59:3F 3 .
@ npuk Storage format: | vmdk - |
! Display Default ' Performance options
&= Console
Il video Default
Add Hardware Remove Cancel Apply

The client connects to the VM environment, and deploys the image to it. Time required depends on your
computer’s hardware speed and resource load, and also on the file size and speed of the network
connection, but might take 15 minutes to complete.

When complete, the deployment should appear in the list of deployed VMs for that Xen server, in the pane
on the left side of Virtual Machine Manager.

11. To power on the VM, click the Play button.

Virtual Machine Manager

File Edit View Help

I T SR

Name ~ CPUusage

+ |ocalhost (xen)

g3 FortiADC-VM
- Running ,_,./”\L_a_

xenopen-b0541
Shutoff
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Deploying via dom0 command line

Connect to the command line of your dom0 guest. For example, you may be able to use PuTTY to make an
SSH connection to the Xen server's IP address, or you may use a local GNOME Terminal application.

Next, unpack the file that you downloaded from Fortinet, and open the configuration file in a plain text editor
such as nano.

unzip FAD XENOPEN-v400-build0547-FORTINET.out.xenopensource.zip
cd FAD XENOPEN-v400-build0547-FORTINET.out.xenopensource
nano fortiadc.hvm

Then edit these lines in fortiadc.hvmfile:

memory = 4096
vcpus = 2

vif = [ ‘type=netfront, bridge=xenbr0’, ‘type=netfront, bridge=xenbr0’, ‘type=netfront,
bridge=xenbr0’, ‘type=netfront, bridge=xenbr0’, ]
disk = [ 'file:<disk image path>/bootdisk.img,xvda,w','file:<logdisk image

path>/logdisk.img, xvdb,w"' ]

As an alternative to locally stored disk images, you can reference an NFS or CIFS share:

#Mount point on the server’s local file system
root = "/dev/nfs"

nfs server = '192.0.2.100'

#Root directory on the NFS server

nfs root = '/path/to/directory’

Configure virtual hardware settings to allocate appropriate resources for the size of your deployment before
powering on the virtual appliance. For details, see the documentation for the open source Xen Hypervisor.

Change the value if necessary to allocate enough vCPUs for the size of your deployment. Valid vCPU values
range from 1 to 32, depending on your FortiADC-VM license.

Similarly, FortiADC-VM for Xen Project comes pre-configured to use 4 GB of vVRAM (memory). However, this is
not enough for most deployments. Change this value to be appropriate for your deployment. The valid range is
from 4 GB to 64 GB.

If you configure the virtual appliance’s storage to be internal (that is, local, on its own vDisk), resize the vDisk
before powering on. The FortiADC-VM package that you downloaded includes pre-sized VMDK (Virtual
Machine Disk Format) files. However, they are only 32 GB, which is not large enough for most deployments.
Resize the vDisk before powering on the virtual machine.

This step is not applicable if the virtual appliance will use external network file
system (such as NFS or CIFS) datastores.

Depending on your Xen dom0 platform, you may also need to reconfigure fortiadc . hvm with the path to
your hvmloader. For example, this may be correct for CentOS or Red Hat Linux:

kernel = "/usr/lib/xen/boot/hvmloader

but this is required by Ubuntu 12.0.4 LTS:
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kernel = "/usr/lib/xen-4.1/boot/hvmloader

Apply the changes by rebooting or restarting networking. (In some cases rebooting is required: sudo
/etc/init.d/networking restart may not delete yourold IP address from eth0 and therefore not
correctly bring up all interfaces.)

Run these commands to deploy the VM, power it on, and show its Xen domain ID number (highlighted below in
bold):

xenuser@LabXen:/$ sudo xm create fortiadc.hvm
xenuser@LabXen:/$ sudo xm list

Name ID Mem VCPUs State Time (s)

Domain-0 0 5877 4 r——---- 1556.9

fortiadc-vm 2 2048 2 -b---- 126.8

If your dom0 is Ubuntu 12.04 and/or when creating the VM, you receive this
error:
Error: Domain ‘fortiadc-xen’ does not exist.

andif /var/log/xen/gemu-dm-fortiadc-xen.log contains thisline:
Could not read keymap file: ‘/usr/share/gemu/keymaps/en-us’

then the key mapping is not in its expected location. Enter this line:
sudo 1ln -s /usr/share/gemu-linaro /usr/share/gemu

then retry the command to create FortiADC-VM.

Since VNC listening port numbers are dynamically allocated to guest VMs, use the domain ID number in the
output from the previous command to run this command to show the current VNC listening port number and IP
address for FortiADC-VM:

xenuser@LabXen:/$ sudo xenstore-ls /local/domain/2/console

port = mygn
limit = "1048576"
type = "ioemu"

vnc-port = "5900"
vnc-listen = "127.0.0.1"
tty = "/dev/pts/5"

Finally, on your management computer, install and start a VNC viewer and connect to the Xen server’s IP
address and listening port number for VNC. (In the images below, the VNC viewer is installed in dom0 on the
Xen server that is hosting FortiADC-VM, so the VNC viewer connects to 127.0.0.1. If connecting from your
management computer, replace this with the IP address of your Xen server.) For example, on a Debian or
Ubuntu Linux management computer, you could use these commands:

sudo apt-get install remmina

remmina
You must run this command from a terminal with an X Windows environment
such as GNOME Terminal in order for it to be able to open the VNC viewer
window.
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,;,;_[ o Remote Desktop Preference

Name | Profile

r—| ¥

@vmcond  Name ( )
Group v
Protocol ﬁ@] VNC - Virtual Network Computing v D

©Basic @advanced

(@' Enable SSH tunnel) | Tunnel via loopback address

S5H Server

@® Same server at port 22

") Custom
Characterset | ASCII v
Total 1 item.
SSH Authentication
User name Xenuser
@® Password

' Public key (automatic)

) Identity file = (None) .

| Default | | Save || Cancel || Connecq}
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,,;.Jé[ & Remote Desktop Preference
Name Profile
VM Coni Name VM Console
Group v
Protocol lﬁl VNC - Virtual Network Computing v
@Advanced ©LSSH
(Server [127.0.0.1:5500 v
Repeater
User name
Password
Total 1 item. Color depth | 256 colors v

Quality Medium

(@ Show remote cursar) | View only

| Disable clipboard sync | Disable encryption

| Disable server input

| Default | | Save || Cancel |
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~“ lcEBELZ0 X

Name * Group | Server
ﬁl VM Console 127.0.0.1:5900

Connecting to 'VM Console'...

Authenticating xenuser's password to SSH server 127.0.0.1...

': 55H paSSWOI'd [nnn-| l
ol W

Cancel I| oK %|

Total 2 items.

Step 4: Configure access to the web Ul & CLI

Once it is powered on, you must log in to the FortiADC-VM command-line interface (CLI) via the console and
configure basic network settings so that you can connect to the web Ul and/or CLI of the appliance through your
management computer’s network connection.

To configure basic network settings in FortiADC-VM:

Open the Xen Project Virtual Manager.
In the left pane, select the name of the virtual appliance and click Open.
At the login prompt, type admin and no password to log in.

PoODbd =

Configure the management interface, static route, and DNS server so you can access the system from a
secure management network. Use the following command syntax:
config system interface
edit portl
set ip <address/mask>
set allowaccess {http https ping snmp ssh telnet}
end
config router static
edit 1
set gateway <gateway address>
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end
config system dns
set primary <dns_ address>
set secondary <dns_address>
end

where:

e <address/mask> is either the IP address and netmask assigned to the network interface, such as

192.168.1.99/24; the correct IP will vary by your configuration of the vNetwork.

e <gateway_ address>} is IP address of the next hop router for port1.

e <dns_address> isthe IP address of a DNS server
You should now be able to connect via the network from your management computer to port1 of FortiADC-
VM using:

« aweb browser for the web Ul (e.g. If port1 has the IP address 192.168.1.1, go to https://192.168.1.1/).

o an SSH client for the CLI (e.g. If port1 has the IP address 192.168.1.1, connect to 192.168.1.1 on port
22).

Step 5: Upload the license file

When you purchase a license for FortiADC-VM, Technical Support provides a license file that you can use to
convert the 15-day trial license to a permanent, paid license.

You can upload the license via a web browser connection to the web Ul. No maintenance period scheduling is

required: it will not interrupt traffic, nor cause the appliance to reboot.

To upload the license via the web Ul:

1. On your management computer, start a web browser.
Your computer must be connected to the same network as the hypervisor.

2. Inyour browser's URL or location field, enter the IP address of port1 of the virtual appliance, such as:
https://192.168.1.99/.

The web Ul login page appears.
3. Use the username admin and no password to log in.

The system presents a self-signed security certificate, which it presents to clients whenever they initiate an

HTTPS connection to it.

4. Verify and accept the certificate, and acknowledge any warnings about self-signed certificates.
The web Ul opens to the dashboard.

5. Inthe System Information portlet, use the update link and the Browse button to upload the license file
(.lic).

After the license has been validated, the System Information widget indicates the following:

e Licenserow: The message: Valid: License has been successfully authenticated

with registration servers.

o Serial Number row: A number that indicates the maximum number of vCPUs that can be allocated

according to the FortiADC-VM software license, such as FADV0100000028122 (where “V01” indicates a

limit of 1 vCPUs).
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If logging is enabled, this log message will also be recorded in the event log:

If the update did not succeed, on FortiADC, verify the following settings:

"VM license has been updated by user admin via GUI(192.0.2.40)"

time zone & time

DNS settings

network interface up/down status
network interface |IP address
static routes

On your computer, use nslookup to verify that FortiGuard domain names are resolving (VM license queries
are senttoupdate.fortiguard.net).

C:

\Users\username>nslookup update.fortiguard.net

Server: google-public-dns-a.google.com
Address: 8.8.8.8

No

n-authoritative answer:

Name: fdsl.fortinet.com
Addresses: 209.66.81.150

20
20
Al

9.66.81.151
8.91.112.66
iases: update.fortiguard.net

On FortiADC, use execute pingand execute traceroute to verify that connectivity from FortiADC to
the Internet and FortiGuard is possible. Check the configuration of any NAT or firewall devices that exist
between the FortiADC appliance and the FDN or FDS server override.

Fo

traceroute to update.fortiguard.net

O 00 J o U x W IN -

10
11
12
13
14
15
16

rtiADC # exec traceroute update.fortiguard.net

192.0.2.2 0 ms 0 ms O ms

(209.66.81.150),

32 hops max, 84 byte packets

209.87.254.221 <static-209-87-254-221.storm.ca> 4 ms 2 ms 3 ms
209.87.239.161 <core-2-g0-3.storm.ca> 2 ms 3 ms 3 ms

67.69.228.161 3 ms 4 ms 3 ms

64.230.164.17 <core2-ottawa23 POS13-1-0O.net.bell.ca> 3 ms 5 ms 3 ms
64.230.99.250 <tcored-ottawa23 0-4-2-O.net.bell.ca> 16 ms 17 ms 15 ms
64.230.79.222 <tcore3-montreal0l pos0-14-0-0O.net.bell.ca> 14 ms 14 ms 15 ms
64.230.187.238 <newcoreZ-newyork83 s06-0-0 0> 63 ms 15 ms 14 ms
64.230.187.42 <bxX5-newyork83 POS9-0-0.net.bell.ca> 21 ms 64.230.187.93 <BX5-
NEWYORK83 P0OS12-0-0 core.net.bell.ca> 17 ms 16 ms
67.69.246.78 <Abovenet NY.net.bell.ca> 28 ms 28 ms 28 ms
64.125.21.86 <xe-1-3-0.cr2.lgab.us.above.net> 29 ms 29 ms 30 ms
64.125.27.33 <xe-0-2-0.cr2.ord2.us.above.net> 31 ms 31 ms 33 ms
64.125.25.6 <xe-4-1-0.cr2.sjc2.us.above.net> 82 ms 82 ms 100 ms
64.125.26.202 <xe-1-1-0.er2.sjc2.us.above.net> 80 ms 79 ms 82 ms
209.66.64.93 <209.66.64.93.t01015-01.above.net> 80 ms 80 ms 79 ms
209.66.81.150 <209.66.81.150.available.above.net> 83 ms 82 ms 81 ms

If the first connection had not succeeded, you can either wait up to 30 minutes for the next license query, or
reboot.

execute reboot
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If after 4 hours FortiADC still cannot validate its license, a warning message will be printed to the local console.

What’s next?

At this point, the FortiADC virtual appliance is running, and it has received a license file, but its operating
system is almost entirely unconfigured. See the FortiADC Handbook for information on getting started with
feature configuration.
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