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Change Log

Change Log

Date Change Description

October 14, 2022 FortiADC 7.1.1 Release Notes initial release.
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Introduction

Introduction

This Release Notes covers the new features, enhancements, known issues, and resolved issues of FortiADC™
version 7.1.1, Build 0117.

To upgrade to FortiADC 7.1.1, see Upgrade notes.

FortiADC provides load balancing, both locally and globally, and application delivery control. For more
information, visit: https://docs.fortinet.com/product/fortiadc.
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What's new

What's new

FortiADC 7.1.1 offers the following new features:

System

Administrative domain (ADOM) support

FortiADC has introduced a new Virtual Domain Mode to support Administrative Domain (ADOM) functionality
that enables the administrator to constrain access privileges to a subset of server load balancing virtual servers.
Both VDOM and ADOM functionality support multi-tenant deployment scenarios. However, unlike VDOMs that
require separate independent networking per VDOM, the ADOM shares the same networking interfaces and
routing between all ADOMs. You can enable ADOMmode through either the WebUI or CLI: 1) enable the
Virtual Domain (if Virtual Domain is previously disabled), then 2) set the Virtual Domain Mode as Share
Network. If the Virtual Domain is already enabled, then you must disable the Virtual Domain before enabling
ADOMmode.

Automation Egress VDOM for Syslog, SNMP Trap, and Webhook actions

Automation stitches can now be set to egress alerts from the root VDOM or the local VDOM, regardless of the
local VDOM from which the automation is configured. This enhancement of the automation policy allows the
source of SNMP Trap, Syslog, and Webhook messages in non-root VDOMs to be sent out from the
management interface of the root VDOM, which is helpful in scenarios where the non-root VDOM has no
connectivity to the servers.

Server Load Balance

Geo block list/allowlist support for SMTP, FTP, RADIUS, MSSQL, and ISO8583 virtual server
profiles

Geo block list and allowlist functionality has now been extended to more virtual server profiles, including SMTP,
FTP, RADIUS, MSSQL and ISO8583.

NAT Source Pool support for Layer 7 SMTP, MSSQL, and ISO8583 virtual servers

The NAT Source Pool functionality has now been extended to Layer 7 SMTP, MSSQL, and ISO8583 virtual
servers to better support large real server deployments without being limited to the single NAT source IPs.

Note: When using the NAT Source Pool for SMTP VS, ensure the SMTP application profile is disabled for Client
Address. When the SMTP is enabled for Client Address, it will use the original client IP address as the source
address when connecting to the real server, which cannot be done when the NAT source pool is used at the
same time.

Error page enhancement

The error page customization for HTTP status codes has been enhanced to allow editing and previewing
directly from the WebUI. This enhancement also includes a new predefined profile, LB_ERROR_PAGE_
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What's new

DEFAULT, which can be applied to error pages for all status codes.

Error message support for form-based authentication failure

An error message will now display on the authentication page when incorrect user credentials are entered to
indicate the failed login attempt.
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Hardware, VM, cloud platform, and browser support

Hardware, VM, cloud platform, and browser support

This section lists the hardware models, hypervisor versions, cloud platforms, and web browsers supported by
FortiADC 7.1.1. All supported platforms are 64-bit version of the system.

Supported Hardware:

l FortiADC 200D
l FortiADC 300D
l FortiADC 400D
l FortiADC 700D
l FortiADC 1500D
l FortiADC 2000D
l FortiADC 4000D
l FortiADC 100F
l FortiADC 120F
l FortiADC 200F
l FortiADC 220F
l FortiADC 300F
l FortiADC 400F
l FortiADC 1000F
l FortiADC 1200F
l FortiADC 2000F
l FortiADC 2200F
l FortiADC 4000F
l FortiADC 4200F
l FortiADC 5000F

For more information on the supported hardware models, see FortiADC's Hardware Documents.

Supported hypervisor versions:

VM environment Tested Versions

VMware ESXi 3.5, 4.x, 5.0, 5.1, 5.5, 6.0, 6.5, 6.7, 7.0

Microsoft Hyper-V Windows Server 2012 R2, 2016 and 2019

KVM Linux version 3.19.0 qemu-img v2.0.0, qemu-img v2.2

Citrix Xen XenServer 6.5.0

Xen Project Hypervisor 4.4.2, 4.5

OpenStack Pike

Nutanix AHV
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Hardware, VM, cloud platform, and browser support

Supported cloud platforms:

l AWS (AmazonWeb Services)
l Microsoft Azure
l GCP (Google Cloud Platform)
l OCI (Oracle Cloud Infrastructure)
l Alibaba Cloud

For more information on the supported cloud platforms, see the FortiADC Private Cloud and Public Cloud
documents.

Supported web browsers:

l Mozilla Firefox version 59
l Google Chrome version 65

We strongly recommend you set either of the Web browsers as your default Web browser when working with
FortiADC. You may also use other (versions of the) browsers, but you may encounter certain issues with
FortiADC's Web GUI.
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Resolved issues

Resolved issues

The following issues have been resolved in FortiADC 7.1.1 release. For inquiries about particular bugs, please
contact Fortinet Customer Service & Support.

Bug ID Description

0850564 On the GCP platform, an address book conflict warning was falsely
triggered due to memory overflow causing an expected error message in
the /tmp/address_book_conflicts.log file.

0849916 SAML inserts a header persistent-id that contains 0x00 making HTTP
requests invalid caused by the overflow of characters when the input value
exceeds 1023.

0849784 Shell access crashed during upgrade to 7.1.1.

0848595 VDOM local admin is unable to create or modify reports.

0848099 The number of VDOMs that can be assigned to administrators through the
GUI does not match the CLI. Through the GUI, only 10 VDOMs can be
assigned to administrator, whereas 10+ VDOMs can be assigned through
the CLI.

0847369 VDOM traffic-log does not work when VDOM capacity is exceeded. For
VMs (16 or 32 CPU) the VDOM capacity should be 15 or 20, however the
VDOM traffic-log stops working after 10 VDOMs are added. For hardware
platforms, when the number of VDOMs exceed the capacity (32 in some
platforms), the traffic-log does not work for the excess VDOM.

0847200 SystemMetrics traps using undocumented OID with meaningless
information.

0846804 When configuring SNMP Community for Traps, the GUI does not prevent
long strings from being saved. However, these long strings will be truncated
when they exceed 64 characters when the SNMP Community is sent.

0846715/0840354 The VM can create up to 15 VDOMs after importing the 16 Cores license,
but only 10 corresponding VDOM names are created in /var/log/logrpt/
{VDOM}, where the logging for some of the VDOMs are not working.

0846513 Redirecting to HTTPS does not work due to HTTPS service not being
enabled automatically on the management port.

0846337 When two virtual servers with the same IP address but different ports
configured and one is disabled, the BGP stops advertising the IP for both
virtual servers.

0846292 WAD failed to monitor files that contain special characters in the name.

0845726 Content routing match condition term "reverse" is ambiguous and does not
clearly explain the condition.
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Resolved issues

Bug ID Description

0844072 Management IP unavailable after switching AP mode to standalone.

0840608 WAF Source IP exceptions stopped working for URL protection.

0840171 Route Health Injection leaking between VDOMs.

0839662 Ping fails when VLAN is created with special characters.

0839661 Improper grammar in error message.

0839521 In GCP, the licd fails to bind due to an improper bindkey type in the dhcpd
that assigns a wrong bindkey to the cmdb.

0838537 Administrator who has read/write permission cannot upload certificate in
VDOMs

0837825 Improper grammar in log messages.

0836867 Unexpected RHI behavior for in A-A-VRRP HA cluster.

0835909 In WAD, cannot delete the files on the server when the file names contain
special characters.

0835425 RADIUS virtual server intermittently adds incorrect translated destination
port in the forwarded RADIUS requests.

0832367 For Automation email actions, the number of times the action is triggered
does not match the number of times the email alert is actually sent.

0829597 HA A-A mode secondary unit traffic log shows gateway as none.

0828919 L2 SSL Forward Proxy bypassed session and log show incorrect port
information.

0827748 FortiADC devices showing consistent slowness.

0826635 FortiADC crashed after changing the virtual server type from Layer 4 to
Layer 2.

0824287 Enhancement request to add SAN field for manual CSR creation in GUI and
CLI.

0821812 Clock synchronization failure with local NTP server when the virtual server
uses port 123, causing the NTP bind to fail.

0821776 Kernel panic while removing VLAN interface.

0820934 FortiADC GUI interfaces displaying as disabled.

0799996 There is no validation check when the certificate name exceeds the
maximum character length.

0717843 HTML form authentication does not notify users when the authentication
has failed.
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Known issues

Known issues

This section lists known issues in version FortiADC 7.1.1, but may not be a complete list. For inquiries about
particular bugs, please contact Fortinet Customer Service & Support.

Bug ID Description

0851364 VM return 20 instead of 10 for SNMP fadc vd max vdoms
.1.3.6.1.4.1.12356.112.2.1.2

0850738 Occasionally, SSH cannot log admin into FortiADC.

0847993 The DNS related items are not hidden in report settings in non-root ADOM
mode.

0836337 Virtual servers in non-root will not be synchronized to GLB if ADOMmode is
enabled.

0816798 In an HA environment, if you are using a predefined automation
configuration, resetting the configuration through the GUI (using the reset
button) or unsetting comments through CLI will cause the HA
synchronization to fail whenever a device reboots and rejoins the cluster.
Using the GUI reset button resets the predefined configuration values to the
predefined default values, all except the comments value which is set to the
default value on the backend. For example, if using the HA predefined
configuration, the reset will result in set comments HA→ set
comments comments. When a new device (or a rebooted device) joins
the HA cluster, the synchronization will fail due to the mismatched set
comments value between the device that has the predefined default value
(set comments HA) and the reset device that has the default value (set
comments comments).
In the CLI, if set comments in the predefined configuration has been
unset and is the default value set comments comments, then the same
HA synchronization issue will occur.
Workaround: In the CLI, edit set comments to ensure it is not the default
value (set comments comments) and it matches the value of the
predefined configuration (for example, set comments HA).
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Image checksums

Image checksums

To verify the integrity of the firmware file, use a checksum tool and compute the firmware file’s MD5 checksum.
Compare it with the checksum indicated by Fortinet. If the checksums match, the file is intact.

MD5 checksums for Fortinet software and firmware releases are available from Fortinet Customer Service &
Support. After logging in to the web site, near the bottom of the page, click the Firmware Image Checksums
button. (The button appears only if one or more of your devices has a current support contract.) In the File Name
field, enter the firmware image file name including its extension, then click Get Checksum Code.

Customer Service & Support image checksum tool
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Upgrade notes

Upgrade notes

This section includes upgrade information about FortiADC 7.1.1.

Supported upgrade paths

This section discusses the general paths to upgrade FortiADC from previous releases.

If you are upgrading to a version that is in a higher version level, you will need to upgrade to the nearest branch
of the major level incrementally until you reach the desired version. For example, to upgrade from 5.3.5 to 6.1.5,
you will follow the upgrade path below:

5.3.5 → 5.4.x → 6.0.x → 6.1.5

(wherein "x" refers to the latest version of the branch)

7.0.x to 7.1.x

Direct upgrade via the web GUI or the Console.

6.2.x to 7.0.x

Direct upgrade via the web GUI or the Console.

6.1.x to 6.2.x

Direct upgrade via the web GUI or the Console.

6.0.x to 6.1.x

Direct upgrade via the web GUI or the Console.

5.4.x to 6.0.x

Direct upgrade via the web GUI or the Console.

5.3.x to 5.4.x

Direct upgrade via the web GUI or the Console.

5.2.x to 5.3.x

Direct upgrade via the web GUI or the Console.
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Upgrade notes

For more information on upgrading from versions earlier than 5.2.x, please
see the Upgrade Instructions document for that version.

Upgrading a stand-alone appliance

The following figure shows the user interface for managing firmware (either upgrades or downgrades).
Firmware can be loaded on two disk partitions: the active partition and the alternate partition. The upgrade
procedure:

l Updates the firmware on the inactive partition and then makes it the active partition.
l Copies the firmware on the active partition, upgrades it, and installs it in place of the configuration on the
inactive partition.

For example, if partition 1 is active, and you perform the upgrade procedure:

l Partition 2 is upgraded and becomes the active partition; partition 1 becomes the alternate partition.
l The configuration on partition 1 remains in place; it is copied, upgraded, and installed in place of the
configuration on partition 2.

This is designed to preserve the working system state in the event the upgrade fails or is aborted.

Before you begin:

l You must have super user permission (user admin) to upgrade firmware.
l Download the firmware file from the Fortinet Customer Service & Support website:
https://support.fortinet.com/

l Back up your configuration before beginning this procedure. Reverting to an earlier firmware version could
reset settings that are not compatible with the new firmware.

l You upgrade the alternate partition. Decide which partition you want to upgrade. If necessary, click Boot
Alternate Firmware to change the active/alternate partitions.

To update the firmware:

1. Go to System > Settings.
2. Click theMaintenance tab.
3. Scroll to the Firmware section.
4. Click Upgrade Firmware to locate and select the firmware file.
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Upgrade notes

5. Click to upload the firmware and reboot.
The system replaces the firmware on the alternate partition and reboots. The alternate (upgraded) partition
becomes the active, and the active becomes the alternate.

6. Clear the cache of your web browser and restart it to ensure that it reloads the web UI and correctly
displays all interface changes.

Upgrading an HA cluster

The upgrade page includes an option to upgrade the firmware on all nodes in an HA cluster from the primary
node.

The following chain of events occur when you use this option:

1. The primary node pushes the firmware image to the member nodes.
2. The primary node notifies the member nodes of the upgrade, and takes on their user traffic during the

upgrade.
3. The upgrade command is run on the member nodes, the systems are rebooted, and the member nodes

send the primary node an acknowledgment that the upgrade has been completed.
4. The upgrade command is run on the primary node, and it reboots. While the primary node is rebooting, a

member node assumes the primary node status, and traffic fails over from the former primary node to the
new primary node.

After the upgrade process is completed, the system determines whether the original node becomes the primary
node, according to the HA Override settings:

l If Override is enabled, the cluster considers the Device Priority setting. Both nodes usually make a second
failover in order to resume their original roles.

l If Override is disabled, the cluster considers the uptime first. The original primary node will have a smaller
uptime due to the order of reboots during the firmware upgrade. Therefore, it will not resume its active role.
Instead, the node with the greatest uptime will remain the new primary node. A second failover will not
occur.

Before you begin, do the following:

1. Make sure that you have super user permission (user admin) on the appliance whose firmware you want to
upgrade.

2. Download the firmware file from the Fortinet Customer Service & Support website:
https://support.fortinet.com/

3. Back up your configuration before beginning this procedure. Reverting to an earlier version of the firmware
could reset the settings that are not compatible with the new firmware.

4. Verify that the cluster node members are powered on and available on all of the network interfaces that you
have configured. (Note: If required ports are not available, HA port monitoring could inadvertently trigger an
additional failover, resulting in traffic interruption during the firmware update.)

5. You upgrade the alternate partition. Decide which partition you want to upgrade. If necessary, click Boot
Alternate Firmware to change the active/alternate partitions.
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Upgrade notes

To update the firmware for an HA cluster:

1. Log into the web UI of the primary node as the admin administrator.
2. Go to System > Settings.
3. Click theMaintenance tab.
4. Scroll to the Upgrade Firmware button.
5. Click Choose File to locate and select the file.
6. Enable the HA Cluster Upgrade.

7. Click to upload the firmware and start the upgrade process.

After the new firmware has been installed, the system reboots.

When you update software, you are also updating the web UI. To ensure the
web UI displays the updated pages correctly:
l Clear your browser cache.
l Refresh the page.

In most environments, press Ctrl+F5 to force the browser to get a new copy of
the content from the web application. See the Wikipedia article on browser
caching issues for a summary of tips for many environments:
https://en.wikipedia.org/wiki/Wikipedia:Bypass_your_cache.

Special notes and suggestions

7.1.1

l HSM does not support TLS v1.3. If the HSM certificate is used in VS, the TLS v1.3 handshake will fail.
Workaround: Uncheck the TLSv1.3 in the SSL profile if you are using the HSM certificate to avoid
potential handshake failure.

l Keep the old SSL version predefined configuration to ensure a smooth upgrade.

7.0.2/7.1.x

l After upgrading to 7.0.2/7.1.x, in Virtual Machine HA environments where both nodes have been installed
with certificate embedded licenses you must reinstall those licenses. As some backend certificate files
would have been synchronized and overwritten by the HA Peer (due to an existing bug), the certificate file
would not be recoverable. Reinstalling the certificate embedded licenses is required to ensure they would
work properly where they are needed, such as in ZTNA or FortiSandbox Cloud.

7.0.0

l When deploying the new GSLB based on FortiADC 7.0.0, the verify-CA function will be enabled by default.

6.2.2

l To use the SRIOV feature, users must deploy a new VM.
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Upgrade notes

6.2.0

l In version 6.2.0, the default mode of QAT SSL has been changed to polling.

6.1.4

l Before downgrading from 6.1.4, ensure the new L7 TCP or L7 UDP application profiles are deleted or
changed to a profile type that is supported in the downgrade version. Otherwise, this will cause the cmdb to
crash.

5.2.0-5.2.4/5.3.0-5.3.1

l The backup configuration file in versions 5.2.0-5.2.4/5.3.0-5.3.1 containing the certificate configuration
might not be restored properly (causing the configuration to be lost). After upgrading, please discard the old
5.2.x/5.3.x configuration file and back up the configuration file in the upgraded version again.
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